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ABSTRACT

At the Large Hadron Collider (LHC), which is located near @em protons will
collide with a center-of-mass energy of 14 TeV inside the ABLdetector. Since
the cross section to producebh-quark pair is large, several aspectsBsfmeson
physics will be analyzed. The analysis Bf oscillation properties is one of them.
This includes the determination of the mixing paramétex, which will be used as
an input to measure e.g. the decay width differeiCgeand the weak phasa.

This Ph.D. thesis evaluates the prospects to measui? tecillation frequency
Amg with the ATLAS experiment using the hadronic decay chamlel- Dsa; .

The trigger selection strategy is based on muons, origigdtom weak decays
of the b-quark, which does not form the signal-siB& meson. The charge of the
trigger muons is correlated with the flavor of BB&meson at production time. Taking
the charge of the signal decay final state particlesBfavor at decay time will be
determined as a function of tHg2 meson proper time, leading to the measurement
of the oscillation frequency.

In order to estimate the precision of a measuremefAnef a set of Monte Carlo
data samples has been generated for signal and for varickgrband decay chan-
nels. Using these simulated data sets, the trigger stesieijie prospects to correctly
tag the flavor of theé82 meson as well as the offline analysis strategies are presente
and sources of systematic errors discussed.

For a measurement é&fms with the ATLAS detector, the events obtained from
the two decay channeR? — Dg al andB2 — Dg rr" will be combined in order to
improve the statistical significance. With this combinatia will be possible for an
integrated luminosity of 10 fb* to measure the mixing paramefen with a relative
uncertainty of about 5 % and to confirm the current measur&mnen



ZUSAMMENFASSUNG

Beim ATLAS-Experiment am Large Hadron Collider (LHC) in Gamerden Pro-
tonen mit einer Schwerpunktsenergie von 14 TeV zur Koltigigbracht. Der hohe
Wirkungsquerschnittbb-Quarkpaare zu bilden, erlaubt es, viele Aspekte der Phy-
sik der B-Mesonen zu studieren. Ein Schwerpunkt ist die Untersughum B2-
Oszillationen mit der Messung des Mischungsparaméters Dieser dient als wich-
tiger Eingangsparameter fiir die Bestimmung and&®Parameter, wie z.B. des
ZerfallsbreitenunterschiedS s oder der schwachen Phage

Diese Dissertation untersucht die Moglichkeiten, die ilgionsfrequenz mit
Hilfe des hadronischen ZerfallskarB§ — Dg aj am ATLAS Experiment zu mes-
sen.

Zur Selektion der Ereignisse bei der Datennahme (Trigtgktsen) werden hoch-
energetische Myonen genutzt, die beim Zerfall des assbpiieduzierterb-Quarks
entstehen. Die Ladung dieser Myonen ist korreliert mit darstand de82 Mesons
zur Zeit der Entstehung. Zusammen mit der Ladung der Enalzdsteilchen im Zer-
fall kann, in Abhangigkeit von der Zerfallslange, die @laionsfrequenz gemessen
werden.

Um die erreichbare Prazision einer Messung 2om abzuschatzen, wurde ein
umfangreiches Monte Carlo Datenset sowohl fur den Sigmalkals auch fur ei-
ne Anzahl von Untergrundkanalen erzeugt. Mit Hilfe dieSenulation werden so-
wohl die Strategien fur die Triggerselektion, die Mogkeiten zur Bestimmung des
Zustandes deB? Mesons als auch die Ereignisselektion vorgestellt, areatysnd
systematische Unsicherheiten untersucht.

Fur eine Messung des Mischungsparameferg mit dem ATLAS Detektor ist
geplant, die Ereignisse, die mit dem untersuchten Zekealial erwartet werden, mit
Ereignissen aus dem Zerfallskaf&) — D5 7t zu kombinieren. Durch diese Kom-
bination wird erwartet, dass es bei einer integrierten Inasitat von 10 fb! mit
dem ATLAS Experiment moglich sein wird, den Mischungspagger Amg bis zu
einer relativen Genauigkeit von ca. 5 % zu messen und diefiggn Messungen zu
bestatigen.
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Introduction

To find an answer to the question, what the universe is made &@fmajor aim of elemen-
tary particle physics. The current knowledge of the pati@bserved is summarized in
the Standard Model of elementary particle physics (SM)sTineory has been formulated
in the 1960’s and 1970’s and is very successful in descrithiegoroperties of the parti-
cles observed. An important objective in current parti¢ciggics studies is to measure the
properties predicted by the SM, because any inconsistenaydfhints at New Physics,
i.e. physics, which is not described by the SM.

One area of experimental tests is the fieldBgbhysics, studying processes involving
b-quarks (see Section 1.1). Many dedicated experiments @tigch currently measure a
variety of SM quantities. The ATLAS experiment, which isdoed at the Large Hadron
Collider near Geneva, will significantly contribute witls ineasurements. One objective
is to measure quantities related BJ oscillations. The main goal of this thesis is to
evaluate the prospects to measureBRescillation frequency with the ATLAS detector.

In order to outline the oscillation mechanism as describethb SM, the physics of
BY meson oscillations is introduced in the first chapter of thissis. This chapter also
includes a short summary of the current status of importaadgsurements connected to
the field.

The determination of thB meson oscillation frequency is experimentally challeng-
ing, since the lifetime of th82 meson ist = (1.46640.059) ps [1], which corresponds
to a decay length ofT = 439 um. Within this lifetime, theB meson oscillates many
times between the particle and antiparticle states, b&fdezays. In order to resolve this
fast oscillation frequency, a good detector resolutionsiseatial. The ATLAS detector,
whose event data will be used for thex measurement, is presented with its sub-systems
in Chapter 2.

The general strategy for theems measurement, which takes the specific properties
of the ATLAS detector into account, is described in Chapte¥\8thin the ATLAS col-
laboration, the decay channd$ — Dg aj andB? — Dg rr" are used as suitable decay
channels for the analysis.

In order to estimate the prospects foAs measurement, a set of simulated Monte
Carlo (MC) data samples with full detector simulation hasrbgenerated including im-
portant background channels. Chapter 4 introduces theréiff MC data samples and
explains the individual steps of the simulation process.

The signal events need to be selected by the trigger systdrarefbre, the trigger
strategy for theB2 — Dg a; events is introduced in Chapter 5. Furthermore, a MC truth

IX



X Introduction

study, presented in the same chapter, gives estimatesfdefpendence of the wrong tag
fraction on different trigger cuts and discusses sourcéiseofvrongly tagged events.

In Chapter 6, the offline selection procedures for recontitig BY meson candidates
and for the background suppression are evaluated. The fiéatoe B2 meson candidates
at decay time is determined by the charge of the final staticles, whereas the flavor
at production time is tagged by a soft muon flavor tagger. Refur the flavor tagging
algorithm are discussed in the last section of this chapter.

Finally, the prospects to determine the oscillation fretuyeAms are evaluated and
systematic uncertainties are estimated in Chapter 7. Thdtsefor the sensitivity are
given as a function of integrated luminosity. The amplitéitlmethod is employed, which
uses a likelihood description of the probability densitgdtions. In addition, the uncer-
tainty on a direct measurementfins is evaluated using a likelihood fit.



Physics Introduction

1.1 Standard Model of Elementary Particle Physics

The Standard Model (SM) [2, 3, 4, 5] of elementary particlggits describes the known
buildings blocks of matter as well as three of the four knomteractions between them.
All matter is made out of fermions, particles with spifi2] divided into 6 quarks and 6
leptons, which can be arranged in three generations as sindigure 1.1. The second
and third generation are each heavier versions of the fiestloraddition, for every quark
and lepton an antiparticle with opposite charge existsjltiag in 24 fermions in total.
Quarks have yet another degree of freedom, the so-calléar*c&ach quark can show
up with one out of three different colors.

1tgeneration 2 generation '8 generation Electriccharge
u(p) c(harm) t(op) +2/3
Quarks ( d(own) ) ( s(trange) b(ottom) —1/3

Leptons N H r -1
Ve Vy Vr 0
Figure 1.1: The three generations of quarks and leptons with their &tsocelectric charges as
described by the Standard Model of elementary particleipbys

In addition to these 24 fermions, the SM describes three domahtal interactions
with 12 ‘gauge bosons’ as the force carriers, which are spm-particles. The elec-
tromagnetic interaction, between charged patrticles, idiated by the photon, and the
weak interaction is carried by three gauge bosons, calledith, W~ andZ° bosons.
This weak interaction is typified by the slow process of thelear3-decay. Finally, the
strong interaction takes place via eight colored gluonsclwvare responsible for binding
the quarks in the neutron and proton. The forth interactiomgravitational force, acting
on all massive particles, is not included in the SM. The faraeier is assumed to be the
graviton, which is postulated to be a spin-two boson, butilisssmdiscovered.

The/SM is based on Quantum Field Theory (QFT), i.e. QuantuactEldynamics
(QED) and Quantum Chromodynamics (QCD) consistent with oantum mechanics
and special relativity.
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To explain, that particles have masses, one additionataieparticle is needed, the
Higgs boson [6, 7, 8, 9]. This particle is the last fundamigraigticle predicted by the SM
that has not yet been confirmed. One of the main objectivedseofTLAS experiment at
the Large Hadron Collider (see Section|2.1) is to searcthismptarticle [10].

The determination of the SM parameters and in particulas#dach for discrepan-
cies between predictions and experimental observati@ysgrl important role in modern
elementary particle physics. Up to now, the SM has not begpraved and is consistent
with almost all experimental tests. It is very successfulé@scribing the kinematics and
interactions of the fundamental particles in nature.

However, there are signs that this theory is not the final eng; the gravitational
force is not included and there is no explanation why thecaikhbe the three observed
families providing the mass hierarchy found. The obsen@uzero masses of the neu-
trinosv are assumed in the SM to be massless. Furthermore, the tioificé the three
interactions can only be explained by theories Beyond thadgird Model (BSM). Sev-
eral such models exist, for example those using Super Symr(rﬁsltJSYE. Any of these
models would change some SM parameters.

It is important to measure these parameters precisely,least to set limits on them,
in order to determine which of the theories mentioned aboightie realized in nature.
Any parameter found to be in disagreement with thel SM prigtias a sign for New
Physics (NP), e.g. the determination of the parameters@QKM matrix as will be
introduced in the next section, has a great potential toiliN

1.2 CKM Matrix

The weak interaction does not directly couple to the masswsigites of the known quarks.
Therefore, the gauge eigenstatBss andb’ of the weak interaction have to be distin-
guished from the observable mass and lifetime eigensthtesandb, i.e. the physics
eigenstates. The sets are related by a linear combination

d d Vud Vus Vb
s =Vckm | S with Vekm= | Ved Ves Veb . (1.1)
b’ b Via Vs Vip

The complex matriXckm is known as the Cabibbo-Kobayashi-Maskawa (CKM) ma-
trix [12, 13]. It explains the observed transitions betwtenthree quark families, e.g. the
strength of the transition from — d is proportional taGr Vg4, WwhereGg is the universal
Fermi weak coupling.

The matrix could alternatively be introduced using the ypetquarks. The choice
to use the down-type quarks here follows the usual conventivorking with the up-
type quarks wouldn’t change the theoretical descriptiashwaauldn’t affect any physical
observable. As mentioned, the determination of the parset a large effort in contem-
porary particle physics, since these are fundamental peteas) which are not predictable

For a detailed introduction see e.g. [11].
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within the[SM. The current allowed ranges for the magnituofethe parameters mea-
sured [1] are

0.9738309902¢  (2272+1.0)-1073 (3.96+0.09)-1073
Vekm = | (227.14+1.0)-107% 0.97296+0.00024 (42217919).10°% | . (1.2)
(814'933) 107 (4161703 -10°  0.999100°650%0%

The CKM matrix has to follow the unitary relation (1.3) dudadcal gauge symmetry
and baryon number conservation, which is

VCTK,\,I Vogkm =1 or equivalently _Zlv(':JKM- = ik » (1.3)
i=

with & being the Kronecker symbol angl,, with i, j € 1,2,3 the nine CKM matrix
elements.

A unitary 3x 3 matrix has nine free parameters, three real rotationdearand six
complex phases. Five of the six complex phases can be aldsimtbeone global phase,
two relative phases betweenc andt and two relative phases betwegc andb. These
are in principle unobservable and can be removed by a retilefinif the quark fields. The
remaining four parameters define the CKM matrix uniquely eamibe parameterized by
three angle®,,, 6,3, 613 and one comple&P violating phase (see Section 1.3.3).

Using these four parameters, the CKM matrix can be exprdsgdéide standard pa-
rameterization, which was first introduced by Chau and Kdaag
Ci2t1iz sic13 s ?
Vokm = | —S12C23—C1o5238138°  C1oCo3—S1093%13€°  Spaciz |, (1.4)

S12503— C12C23513¢°  —C1253— S12C23513¢°  Cp3Ci3

with
cj =cog68j), sj=sin(8;) for i<j=123. (1.5)

1.2.1 Wolfenstein Parameterization

The four parameters of the CKM matrix can be parameterizedviariety of ways. One
common parameterization uses the fact, that the elementseodiagonal of the CKM
matrix are close to unity whereas the other values get smaitk increased distance as
shown in Equation (1.2). Wolfenstein realized this hiengrfl5] and proposed an expan-
sion using the four real parametérsA, p andn, with A as the expansion parameter. The
definitions [16]

S12 = A?
S3 = AA? and (1.6)
sie”' 3 = AM3(p—in)

are exact to all orders of.
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{
(p.n)
o
2 B
(0,0) (1,0)

Figure 1.2: The Unitarity Triangle.

As seen from Equation (1.5), is the sine of the Cabibbo angfe. This angle was
initially used by Cabibbo to describe the mixing betweenfits two quark families at a
time when the third generation had not yet been discovergd [1

As noted above, this parameterization reflects the obsewggression of transitions
between quark families by powers df Transitions between adjacent families, such as
from ab-quark to ac-quark are suppressed by a factondf whereas a transition from a
b-quark to au-quark is suppressed by a factorot. Using a Taylor expansion &&kw
achieves the unitarity relation to all orders dfand leads to the familiar Wolfenstein
parameterization

1-2?/2 A AA3(p—in)
Vekm = —A 1-A2%/2 A2 +0 (Y. (1.7)
AA3(1—p—in) —AA? 1

1.2.2 Unitarity Triangle

Equation [(1.3) results in a total of nine expression$ € 1,2,3). Three off-diagonal
relations { # j) can be transformed easily into the other three by exchagrthie indices
j andk. From the resulting six conditions, three sum up to one (@diration relations)
and three to zero. Of the latter ones, the relation reIateBiphysic@ is the one using
j=1landk=3:

VudVub + VeaVeb +VigVib =0 - (1.8)

This relation can be represented geometrically by a treangthe complex plane as
shownin Figurﬁ@ Using the Wolfenstein parameterization (1.7), this folarhecomes
A3 (p+in)—Ar3+ArA3(1—p—in) =0, (1.9)

which shows that all sides are of comparable size, of okderRelation [(1.8) describes
the only triangle with all lengths and angles of same ordéiclvmakes it important for
experimentally measured constraints. It is thereforesddlie Unitarity Triangle (UT).

1The termB-physics within this thesis describes physics of hadronsaining ab-quark, thus including
mesons and baryons.

2As stated in [17], the geometric interpretation was firshped out by Bjorken in circa 1986. The first
documentation can be found in [18, 19].
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For presentational purposes, it is conventional to rest@eside given by 4V, ~
—AAX3 to unity and align it with the horizontal axis. This defines tkertices of the triangle
to be(0,0), (1,0) and(p, n) with

(0:n) = (p,n)-[(1-2%/2) + O (A%)]. (1.10)

The other two lengths are then, to all orders in the Wolfengtarameterization [20, 16],

VgV oy 22\ 1w
Ro = [l = v = (1-%) 3| and
(1.12)
VigVii — 1|\
o= R - vaeemE = Rl
The three angleg, 3 andy are defined as
[ ViaVis |
@~ arg[ ]
— -_Vcdvc*b-
B = arg ViV and (1.12)
— __Vudvu*b_
y o arg_ Vcdvc*b_ '

For completeness, it has to be mentioned, that anotherevavivention uses a different
nomenclature for the angles, wigh corresponding tar, ¢ to B andg; to .

Using the Wolfenstein parameterization, Equation (1.82dk to the following ex-
pressions valid to all orders af

cosy = p/Ru, siny = n/Ru,
cosp = (1-p)/R, sinB = n/Rand (1.13)
a = nm—y—-f.

Finally, a very similar triangle can be obtained by usuagm -VgKM =1 instead of
Relation (1.3) leading t&, Vi§ + VueVis + VpVih = 0. Both triangles agree with each
other at theA® level, but a small angléy = A%n = O (1°) is encountered between the
base of this triangle and the horizontal axis, which can lbégd directly through certain
CP-violating effects. This triangle will not be consideredtie following. The Unitarity
Triangle (UT) referred to within this thesis is always theeatefined by Relation (1.8), if
not explicitly stated otherwise. For details consult e2d.,[17, 22].

1.2.3 Current Experimental Constraints

The sides and the angles of the UT can be determined expedéltyeiheir determination
is a major aim of current particle physics. The objectiv@ieterconstrain the UT with a
precise determination of the apex. This is a good test o#titytand the SM, because all
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measurements have to be consistent. If the determinatithe&ides and the angles does
not lead to a closed UT, this would indicate NP beyond the Stt.example, if there is
another generation of quarks, the CKM matrix is no longexa33matrix, which leads to
an additional term in Equation (1.8) and a not closed UT [E8fthermore, some SUSY
models can change the values fony andAms, which has an impact on the lendgg

The decays of kaons ari8l mesons provide an experimental handle on the lengths
of the sides and the angles of the UT. Currently, at the asynori@-factories, two
experiments, BBARY [24] and Bellé [25], are the main contributors f@-physics mea-
surements. Using th¥(4S) resonance in the clean experimental environmere'ef
interactions, which is just above twice the mang)hnd BT mesons, they have already
recordedO (10°) B4BY and B¥B~ pairs. Additional measurements, especially Bar
mesons, which are not accessible at Yj{dS) resonance, are currently being performed
by the two experiments @ and CDF at the Tevatrén However, the Belle experiment
has taken 23.6 fb' of data near th&(5S) resonance in 2005 and 2006, which allows to
studyB2 mesons as well [26, 27].

Furthermore, the CLEO deted@o[ZS] and the LEP experiments contribute to the
measurement of the UT parameters. In the near future, addltmeasurements are
possible at the LHC and, for the more distant future,ede ‘super B-factory’, with
a significantly higher luminosity than the currently avhl&aB-factories as well as an
International Linear Collider (ILC) [29] are under congidton.

Finally, several experiments for kaon physics (NA48 [3(0, &TeV [32, 33], NA31
[34, 35] and E731 [36]) give complementary constraints @i by e.g. measuring the
CP-violating parametee in K° decays.

Combined Fit

Combining all available measurements leads to the mosigeret=termination of the
parameters and the apex of the [UT. Two important approachesmbining the mea-
surements and constraining the UT exist. Whereas the Ckavlfitoup [37] is using
frequentist statistics, the UTfit collaboration [38] useBayesian approach. The results
are in good agreement with each other. A summary of all cummegasurements and
constraints is shown in Figure 1.3.

All measurements constraining the UT are in good agreeméhttiael SM and lead
to the current constraints on the Wolfenstein parametdigshware [1]

— 0.064
A =0.2272+0.0010, p=0.221"5 %%,
(1.14)
A=0.8189997 and 1 =0.340"5531.

Located at the PEP-II collider at the Stanford Linear Acealer Center (SLAC), California, USA. It
was shut down recently in April 2008.

2| ocated at the KEKB collider at the High Energy AcceleratasBarch Organization (KEK) in
Tsukuba, Ibaraki Prefecture, Japan.

3Located at the Fermi National Accelerator Laboratory (Fkain) in Batavia, lllinois, USA.

“Located at thé Cornell Electron Storage Ring (CESR), Laboydor Elementary-Particle Physics
(LEPP), Cornell University, Ithaca, New York, USA.
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- -———Y— 71—
=1 [t | Am, & Am, il

06 = g : Amd EK Summer 2007 |
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Figure 1.3: The current constraints on the Unitarity Triangle from eliint physics processes
as of summer 2007 provided by the CKMfitter collaboration][3he shaded areas
represent the 95% Confidence Level (CL). A similar resulvalable from the UTfit
collaboration.

The parameterd andA are already well-known, whereas the uncertaintyrnois
about 7% angb is known to about 20%. The possible measurements constgaimé UT
are summarized in the following.

Length R

As we will see later in Section 1.3.1, the measurements afiikang frequenciedmy and
Amg contribute to the determination of the lend®h The current values obtained from a
global fit from the CKMfitter collaboration and the UTfit cdtlaration, respectively, are

R =0925"2918 37 and R =0918+0.030 [3§. (1.15)

Length R,

The ratio of the matrix element$, andV,, is used to constraint the left side of the UT
(see Equation (1.11)). These values are derived from sptoiie B decays using both
inclusive and exclusive decays [39]. Though the inclusigeay modes have a larger
efficiency than the exclusive ones, the signal to noise iatietter in exclusive decays.
SinceV, is about a factor of 10 smaller th&,, b — c transitions are much more likely
thanb — u transitions. Therefore the determination\@f, is more difficult, mainly due
to the large background coming from the- c transitions. More details about this kind
of analysis can be found in e.g. [1, 40, 39]. The results froenglobal fits are

R,=0.37172%1% [37] and R,=0.373+0.015 [3§. (1.16)
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Angle o

The anglex is the angle betweevi;\tq andV,\V¢ and can be measured directly only by
time-depender®P asymmetries it — uud dominated modes, in contrast to the determi-
nation of the anglg, where several different transitions can be used. For auneaent,
the decay8} — "1, B} — p™p~ andB} — p* 1™ are used. The determination is dif-
ficult due to gluonid — d penguin amplitudes, whose magnitudes are of the same order
of A with a different CKM phase. Furthermore, tB8 — p*p~ channel is more compli-
cated, since is a vector meson, leading to three possible angular momestiates. The
physical final state is therefore expected to be a mixtueR®éven andCP-odd compo-
nents. But polarization studies [41, 42] showed that thd State is almost completely
longitudinally polarized, which corresponds to {i@-even eigenstate, simplifying the
analysis. However, the best precision is achieved Btk p™p~. More details can be
found in e.g.[1, 37, 43, 44]. A combination of the resultdde@a = (9973%)° [40] in
agreement with the global fit by the CKMfitter collaboratiardaby the UTfit collabora-
tion, respectively,

a=(907"33)° [37 and a=(912+6.1)° [3§. (1.17)

Angle 8

The angleB can be measured with the ‘golden decay mod&%— charmonium K°
like B® — JWKE, w(2S9)KY, xaK2 andncKE, as well as)/yKP. These decays are the
theoretically cleanest examples and are dominated by ddveedecayb — ccs with
an internalWW boson exchange. A more detailed discussion can be foundyinig.
Since these measurements determin€2fiin the ambiguities i3 can be resolved by
measuring cosf2 (see e.g. [45]) or by applying a global UT fit. The global fitsuk in
the current world averages of

sin(2B) = 0.6887292> [37] and sir{2B) = 0.690+0.023 [3g]. (1.18)

Angle y

The angley can be measured using the interference between the dBcaysD 0K (*)~
andB~ — D®OK )~ with D andD decaying to the same final states. This can be done
using three different methods. Firstly, decay®ahesons t€P eigenstates can be used.
A second method is to utilize doubly Cabibbo-suppressedydeaf theD meson, whereas
currently the determination of the interference patterthnDalitz plot ofD — Kerr™ i
as the third method results in the strongest constraipfdf 43, 44].

The current world averages of tiyeletermination are

y= (67628 [37 and y=(667+6.4)° [38. (1.19)

Constraints from the Kaon System: € and ¢’

The last constraints to mention are obtained fi@Rviolation in K°-K° mixing. For a
detailed introduction to the two important parameteesnde’ see e.g. [46].
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Figure 1.4: Dominant Feynman diagrams describByB° (q= d) andB2-B2 (q = s) oscillations.

The parametee with |g| = (2.233+0.015) - 102 [1] leads to approximately a hy-
perbolic bound in thep-n plane with theoretical uncertainties dominant. More dethi
information can be found e.g. in [1].

Finally, the parameteg’ cannot easily be used to extract CKM parameters, but pro-
vides a qualitative test of the CKM mechanism together wjthamely the existence of
directCP violation, which results in a non-zero area of the UnitaTitiangle.

1.3 Oescillations of NeutralB Mesons

B mesons are quark—antiquark combinations containimgusark. WhereBg (§8) mesons
containbd (bd) quarks B2 (B2) mesons are made b (bS) quarks. Both are summarized
asBjwithq=d,s.

1.3.1 Mixing Mechanism in the Standard Model

Neutral Bg mesons can oscillate back and forth to and from their anigh@before they
decay. This phenomenon is known as the oscillation of an&mesons or equivalently

as Bg meson mixing. It is described in the Standard Model to loveeder via box di-
agrams as shown in Figure 1.4. In the box diagrams, the asaill frequency depends

on the ratioﬁ, wheren, is the mass of th&v/ boson ano‘ngI (g=u,c,t) is the mass of

the quark involved in the transition. Since thquark is much heavier than tleeor the
u quark, it dominates the transition. The contributions & suppressed andu quark
exchanges to the total oscillation amplitude are neglegibl

Due to this oscillation process, an initially pLB% or Bg flavor state will evolve as a
mixture of the two flavor states. The time evolution for aldbmet is governed by the
Schrodinger Equation of the form

0 0
d ( B5(0)) ) _A, ( B8(0) ) (1.20
dt \ [B3(1)) B§0)
with the 2x 2 HamiltonianI—AIGI matrix reading

= Tqn Tq12

5 vy Mg11—i-%= Mgi2—i—%~
4= <Mq—|?q> = < aumlizn tertle ) (1.21)

Mg21—1—3= Ma22—1-5~
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The mass matri)kﬁq and the decay matriﬁq are time independent. The hermiticites
of both matrices simplify (1.21) to

Mg21=Mg1, and Tg21=Tg12, (1.22)
while theCPT-theorem results in

The off-diagonal matrix elements are responsible for taaditions between the charge-
conjugated states and are non-zero. The mass eigenstatdgesefore different to the
flavor eigenstates. For both systemys<(d,s), the mass eigenstates are defined as the
eigenvectors OMq — |Fq/2 and are distinguished by the hedy 4 and lightB_q state.
They can be expressed in terms of the flavor eigenstates as

BLg(t)) = pq]Bg>+qq}B_8> and

- (1.24)
Brg(t)) = pq|BY)—q|BY)
with
M* _I_r*
G _ |a127 2 g12 2 912 (1.25)
Pq Mg12— 5l q12

and the normalization requirement

2 2

|ag| "+ |pg| "= 1. (1.26)
Note that, in generalBy 4(t)) and|B q(t)) are not orthogonal to each other. The eigen-
valuesAq ¢ 1y of (1.20) are given by

_(pn _ila) , Y T2
Ag{LH} = (mq i > ) + = o (Mq 2—I > ) . (1.27)
Expressing these two eigenvaluesgg —ilqL/2 andmgy — il qH /2 leads to
mq7{|_7H} — Re()\q7{|_7|_|}) and rq7{|_7H} — —2|m()\q7{|_7|_|}) . (128)
It is useful to introduce the mass difference
Amg = mgH — Mg, (1.29)
which is by definition positive, whereas the sign of the dewalth difference

has to be determined experimentally, but is predicted b$thrdard Model to be positive.
The average masg, of the eigenstate and the average widgfare given by

Mg = (MgL+MgH)/2 and Fq=(TqL+Tqn)/2. (1.31)
The decay width q is related to the decay constant by the known relatipa 1/T .
Furthermore, it is convenient to introduce the two paransete
A AT MLg—T
Mg Mg THatlLg
where the so called ‘mixing parameteg, is by definition a positive real value, whereas
Yq is the asymmetry in the widths and lies between -1 and 1.

: (1.32)
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1.3.2 Time Evolution of the Mass and Flavor Eigenstates

With the help of Equations (1.27) and (1.28), the time evolubf the mass eigenstates is
given by (see e.g. [47])

’Bq {LH}( )> — o (img my+Tqmy/2)t ’Bq{LH}> e I)\q{LH}t’ {LH}> (1.33)

To express the time evolution of the flavor eigenstates, &muél.24) needs to be solved
for BY andB). This result in

’Bg(t)> _ ﬁ [e—(imqu—i-rqﬁL/Z)-t ’BL,q> _i_e_(imq,H"‘rq,H/z)'t ‘BH,q>] and

BO) = A o (miTeu2)tpg) e (muniTen2)t gy, ] (1.34)
This can be expressed more concisely with the help of (124) a
BY(t)) = Gq+(t)[BY) + - gq—(t)[BY) and
BY(t) = go+(t) ’5_8>+(;—P2-gq,,(t) BY) (1.35)
with

The probabilities to observe a flavor charBgix(t) and no flavor chang®,nmix(t)
after a timet are given by

P8~ B9 = &[] g .
Bq
- (t ~0 BO — 1 149 . (t 2
Prix () ( q q) ng, ’92, ()’ ) (1.37)
Punmlx(t)(BgﬁBg) = %ﬂg%(t)\ and
q
2 ot 2
Punmix(t)( 8_) 8) = UT;“gq,Jr(t)‘ )
with the two normalization constants
w° 1 1— 2
%, = T BOIBON — G |Hlel, Lavel] ang
(1.38)
T R0 IR Mo | L+lda/pel®  1-lda/pol? | | Pa|?
%, - @002 — G|l el |

The absolute valquqyi(t) ]2 can be expressed using (1.36) as

efrqt

Al'q
== [cosh( 5 )i—cos(Amqt)}. (1.39)

lgq,i(t) ’2
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Please note, that the probabilities are not symmetric tthheBg(t) and B_.g(t)

states. They become symmetricldﬁ/pq} = 1, which is equivalent t&€P conservation
as detailed in the next section. The current experimentbae

Os

Ps

—0.9998+0.0046 [48) (1.40)

proves this to be a good approximation. In this limit, thelgadoilities simplify to

N|S!

2
Pmix(t) = = -e'd (1— i?rg) [cosh(%t) —cos(Amqt)] and

gl (1— i?rg*) [cosh(%t) +coiAmqt)] .

Ny

7Dunmix(t) -

1.3.3 CPViolation in the B Meson System

The area of the UT is a measure©P (Charge and Parity Symmetry) violating effects
due to the CKM mechanism and is represented by the paramésse Equation (1.6)).
The six possible triangles have all the same area, half of#nskog invariand [49],
with

J=A5A%n.(1-2%/2)+ O (A1) (1.42)

in the Wolfenstein parameterization. The value obtainethiyCKMfitter collaboration
isJ= (3.01J_r8'_%g) -107°[37]. In the case of n€P violation, the quark mixing matrix is
real and the UT collapses to a line on the horizontal axisraady seen in Section 1.2.2.
Irreducible phases in the CKM matrix, implying the presenfogeak complex couplings,
are needed to introdud@P violation. In the general case ofquark generationgn —
2)(n—1)/2 phases witm(n— 1)/2 angles are introduced. With only two generations
existing, noCP violating effects are possible, whereas three generateat to exact
one independent phase. That means, this phase can only hgsieg) consequences
in processes involving all three generations, which tylpiceorresponds to processes
containing weak loop contributions. The CKM phase in thedéad parameterization of
Equation|(1.5) reads
d=y+AA4n+0(A%). (1.43)

Multiplying the second and third columns of the CKM matrix bging the orthog-

onality relation[(1.3) forms another UT called YTIn this triangle not all sides are of

similar size. The smallest size is of ordef and corresponds td,sV; VeV, The
smallest angle is given by

Bs= arg<—vts—vtt’) . (1.44)

Ves c*b

StudyingCP asymmetries iB decays into finaCP eigenstates such as eRf. — J/ ¢
allows the determination of this angle [50], which corrasg®to the phases via

@ =—2Bs=-2A°n+0 (A% . (1.45)
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However, the effects dEP violation within the SM in theBZ-system are expected to be
small,

@=-0.04+001 [51]. (1.46)

Since this phase is highly sensitive to possible effectse IRhysics, an observation of
a larger phase thaf (A 2) would be a striking signal for NP. It can be enhanced e.g. by
models with a fourth quark generationt@s ~ 0.5— 0.7 [52].

The current value determined by thedDrollaboration using a data sample corre-
sponding to 2.8 fol is

®lpp = —0.5770 55 (stat.) "5.07 (syst.) [53, (1.47)
while the CDF collaboration obtains the bound
@s|cpp € [—2.82,-0.32 (68% CL) [54 (1.48)

with 1.35 fb ! of reconstructed data. Both results are in agreement witfst predic-
tion.

Recently, a first hint of NP was reported by the UTfit Collaliora combining all
available experimental information [55]. They observeatithe mixing phase deviates
with a significance larger tharo3from the SM prediction, although each single measure-
ment included doesn’t show such a significance.

1.3.4 Experimental Status of NeutralBg Meson Oscillations

For a precise measurement of the mixing frequety, its value has to be in an experi-
mentally reachable range. If the oscillation period weeos of magnitude smaller than
the decay time of the particle, it would be almost impossiblmeasure it. On the other
hand, if the oscillation is very fast, the detector resoluidf the proper decay time is the
limiting factor. Then, only time-integrating methods asntiened in the next section are
suitable. High event statistics can compensate for efféqisoper time resolution, if it is
in the same range as the oscillation frequency.

Oscillation of Neutral Bg Mesons

The oscillation of neutraEBg mesons was first reported independently by the ARGUS [56]
and UA1 [57] collaborations in 1987 using a time-integrateshsurement method. Since
then, many analyses have been performed by the ALEPABAR, Belle,/ CDF, 0D,
DELPHI, L3 and OPAL collaborations. A summary of all measoeats is presented in
Figure 1.5.

The value of the mass differenéeny is usually given in units of the oscillation fre-
quency ps? usingh = 1. Therefore 1 ps® corresponds t0.68- 10~%eV/c?. The current
world average oy is

Amg = (0.507+0.005) ps 1, (1.49)
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Figure 1.5: The current status d8%-BP oscillation frequency measuremeisy as provided by
the Heavy Flavor Averaging Group (HFAG) [48].

using 7(B}) = (1.52740.004) ps! and assuming\[y = O [48] (see Page 18). The
theoretical prediction in the SM [58] leads to the formula

G2 i
AIT)q = 6—;2an5(4 féqBquTﬁvSo (%) ‘thvtb|2 , (150)

whereGg is the Fermi coupling constant of the weak interaction. Téxybative QCD
correction factomg = 0.551+ 0.007 is independent aj = d,s [40]. The Inami-Lim
functionS [59] can be approximated [60] in the SM as

nf N m 1.52
S (ﬁ) ~ 2,40 [167Ge\/] : (1:51)

The massesg,, my andm are the masses of ttig meson, of théV boson and of
the top quark.fg, denotes th&y meson decay constarig, the so-called bag parameter
andV;s andVyq are the CKM matrix elements.

This relation can be used to determiig and the lengtiR using Amy (see Fig-
ure' 1.3). The experimental uncertainties are dominatetiéyriass of the top quark and
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the measured precision Afy. But the precision is completely dominated by theoretical
calculations, namely the decay constégtand the bag parametBg,. These parameters
are subject of many lattice calculations. The results o0tl@CD collaboration are [61]

fslstoco = (0.191+0.010°582%) Gev and

(1.52)
feyr/Begliaco = (0.21540.0199 ,.) GeV
The HPQCD collaboration [62] obtains a similar result of
fBy|HPocD = (0.216+0.022) GeV. (1.53)

Combining both (see [63]) by usinfg, from HPQCD andg, from JLQCD leads to

f4v/Beal (4p g1)qop = (0-244+0.026) GeV, (1.54)

with an error still around 10%. To improve the theoreticadction, the following rela-
tion can be used

A Mg _, |V
Sy _ B g2 Ut (1.55)
Amy mgg Vid
Using this formula, many theoretical uncertainties canlcethis expression,
fBsv/Bs 0.047 64
&= = 1.210"5058| pipsayocp 164 (1.56)

B de\/B_d

denotes a flavor symmetry-breaking factor, which can beimédamore accurately from
lattice QCD calculations than Equation (1.54). As can be sthe theoretical uncertainty
is much lower. Comparing this formula with (1.11) and usj¥ig,| ~ || (see [(1.7)),
shows, that using (1.55) results in a better constraintefigpht sideR; of the[UT. The
determination ofAmg will be discussed in detail in the next section.

Oscillation of Neutral B Mesons

The prediction of the oscillation frequenéyms is a factor of about 35 larger thakmy
within the SM. Using the lattice QCD calculations from theoteollaborations JLQCD
and HPQCDAm is obtained as [63]

AMy[y ocp=(161£28)ps™t  and Amg|pocp=(234£38)ps™t.  (1.57)

An estimation ofAms, without any measurements of it, can be obtained using all th
current constraints on the UT as introduced in Section 1.Zt& most probable value
calculated by the UTfit collaboration is shown in Figure TLBey obtain

Amg=(175+21)ps! [39. (1.58)
The CKMfitter collaboration achieve a comparable value of

ams= (17.781) ps (37 (1.59)
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Figure 1.6: Prediction of the mixing frequendyms by a global fit of the Unitarity Triangle with-
out using anyAms measurement provided by the UTfit collaboration| [38].

The difference between the two mixing frequencies is shawviigure 1.7. The Asym-
metry Aq shown in Figure 1.7a is calculated using the probabililgsis

_ 7Dq,unmix(t> - 7Dq,mix(t>
7Dq,unmix(t> + 7Dq,mix(t>

To resolve the faster oscillation frequenfay, a comparable proper time resolution to
the oscillation period of the detector is required. Manyslees have been performed by
the/ ALEPH, DELPHI[ OPAL and SLBcollaborations, but these analyses suffer from
the available event statistics. Combining the resultsusles a value oims < 14.4pst
[1] with 95% CL.

A first two-side bound was reported in spring 2006 by th@ Eollaboration [65].
They obtained

ox cogAmy-t) . (1.60)

Aqg

17<Amg< 21ps! (90% CL), (1.61)

with a most probable value of 19pSscorresponding to a@ signal significance. This
result was followed by the first direct observationB$B? oscillations by theé CDF col-
laboration [66, 67]

Amg = (17.77+0.10 (stat.}- 0.07 (syst.) ps 2, (1.62)

with a 3o signal significance combining both semileptonic and hadrdacay channels
(see Section 3.2). Recentlygbupdated their result [68] with higher event statisticse Th
measurement now exceeds 8Significance in agreement with the value measured by (CDF

Ams = (1856+0.89) ps*. (1.63)

1The SLD (SLAC Large Detector) detector was located at thefStd Linear Accelerator Center
(SLAC).
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Figure 1.7a: Asymmetry of neutraBg mesonsFigure 1.7b: Probability of B mesons oscil-

versus the proper lifetime. The lated (mixed) and not oscillated

B2-BY oscillation frequencyAmy is (unmixed) versus the proper decay
a factor of about 35 larger than the time using the decay constant of
B-BY oscillation frequencysmy. T = 1.466ps/[1].

Both experiments are still increasing their event staistOnce the LHC is running, the
LHCb experiment is expected to obtain a more precise restiitrwa few month of data

taking [69]. After one year of data taking, correspondin@fb—1, they expect around
80 000Bs — Dgrt events with a proper time resolutionsf40fs. The statistical error on
the oscillation frequency is expectedct@t@nalst ~ 0.01ps1[70]. The prospects for ATLAS

to contribute to the measurements will be discussed latiimithis thesis.

Oscillation in Other Systems

The mixing phenomenology is not limited BBmesons. It is well known in thiK-system
and recently, the oscillation of neutf@P-D® mesons were observed evidentially by the
BABAR [71,72], Belle [73, 74] and CDF [75] collaborations.

As seen, the lifetime differences in tB@-systems are relatively small. This is differ-
ent in theK-system, where the large lifetime difference

TKL 500 (1.64)
MK H

makes it possible to study the decays independently. Dueddlifference, the two mass
eigenstates are not distinguished by their heavy and ligke sbut by the long-K?) and
short- KQ) lived states.K? corresponds to the heavier state, &&to the lighter state.
Historically, the phenomenology of meson oscillation west foroposed in th&-system
in 1955 [76]. A long-lived strange particle was predicteal] avas subsequently found in
1956 [77].
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In contrast to theBg-system, the SM prediction for the mixing frequency in e
system is complicated due to long-distance contributiahsch are difficult to calculate.
Current theoretical predictions fag andy. (see Equation (1.32)) range over several or-
ders of magnitude [78]. However, mixing in tBesystem is very small as the first average
by the Heavy Flavor Averaging Group shows :

X =(81+£30"13).10% and y.=(3.7£+2579 102 [79.  (1.65)

The goal of measuring mixing parameters in xsystem is not to precisely deter-
mine CKM parameters due to the imprecise theoretical ptiedicbut rather to probe for
NP. TheCP violation in theD-system is predicted by the SM to be negligibly small,
since all quarks in the final states of weak decays of charnmonsebelong to the first
two generations, where r@P violation with the real 2« 2 Cabibbo quark mixing matrix
is possible. The contributions [@P-violating amplitudes from penguin or box diagrams
with virtual b ort quarks are strongly suppressed. An observation of ‘l&tdeviolation
in this system would therefore constitute an unambiguagrsasifor NP.

1.3.5 Lifetime Difference in theB Meson System

As well as the different mixing frequenciésny measured in thég-system ((1.49) and
(1.62)), the lifetime differenceAl ; are also expected to be different in the SM. Within
thel SM, the lifetime difference can be computed via

Alq 21 m —0(-1072). 22 1.66
» 250(%><nﬁv)xq (107%)-%q [22, (1.66)

showing that the lifetime difference in both system depestithe mixing parameterg,,
which are measured to be

xg = 0.776+£0.008 and xs=255+0.6 [1]. (1.67)

The difference betweery and xs is caused by decays involving— ccq transitions,
which are Cabibbo-suppressed in the casgefd and Cabibbo-allowed fag=s. As a
consequence, the lifetime difference is calculated witheén\SM to

Al g4 . . . 1 e
ok (4.09728%).107° with Arg=(267738.10%)pst [51],  (1.68)
which is negligibly small, while
Al .
r—s = (0.147+0.060) with Als= (0.096+0.039) ps? (1.69)
S

could be sizeable. The current determination by the CDF afdcBllaborations agree
within this prediction. They obtain

Arslepr = (0.07673838 (stat.}-0.006 (syst) ps* (80| and o
ATslpp = (0.1940.07 (stat.)"307 (syst.) ps? 53 .
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Figure 1.8: Overview of cross sections for different processes as difumof the center of mass
energy,/s. The cross section fdib production is expected ag;; ~ 500ubarn at the
center of energy of LHC ay/s= 14TeV [81].

1.4 B-physics with the ATLAS Experiment

The general aim of ATLAS experiment comprises a variety ofgits measurements.
The detector (described in the next chapter) is designedgas@ral purpose discovery
experiment. It will be used for the search for the Higgs bomod particles predicted by
SUSY theories mentioned in Section 1.1. Additionally, itlie possible to measure
properties of the SM and search for deviations from the ptigtis. The measurement of
the oscillation frequency of neutrBf mesons as well as the determination of the lifetime
differenceAl s and the weak phasg will be performed. Furthermore, studies of QCD,
electroweak and flavor physics such as determining the prepeof the top quark are
prepared as well as searches for exotic particles predigtsdme extensions of the SM.
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Additionally, a variety of furtheB-physics measurements will be possible. These
include measurements of mesons as well as baryons comairigast one quark. Atthe
LHC center of mass energy Qfs= 14TeV a largebb cross section ob,; ~ 500ubarn
is expected as shown in Figure 1.8. That means, that in almuino100pp collisions,

a bb quark pair is produced leading to a production rate df #@ at a luminosity of
2-10°3 cm2s~1. The relative fraction of events containingp guark at the LHC is hence
higher than at machines running at a lower center of masggfike the Tevatron. This
allows for a comprehensive list &-physics studies mainly focussed on searching for
NP beyond the SM with measurements of/the CKM matrix propsrtSome unsorted
examples of the variety of measurements beside the detationof Amg is given in the
following paragraphs.

Cross section measurements: Already with the first data, cross section measurements
are possible with inclusive methods as well as using theréid®T — J/ K™ [82].

CP violating studies: |ATLAS will contribute to the sifi23) measurements using the
decay channeﬂsg — J/YKs reaching a precision of 0.01 with 30 fb-1 [83]. The deter-
mination of the lifetime differenc&rl s and the weak phasg usingB2 — J/y ¢ will be
detailed in Section 1.4.1.

Study of rare decays: TheB-physics program is mainly focussed on luminosities up to
2-10%3 cm~2s~1, but by using a di-muon trigger it becomes possible to stady decays
even at the design luminosity of ¥bcm—2s-1. Rare decayb — s,d are only possible

in the/ SM by flavor changing neutral currents and are semsitvNP and the matrix
elementd4y andVis. Decay channels considered are 89— u+u~ [84], Bg — U,

By — YU p~, By — K*Outp~ andBj — putu [85].

Heavy quarkonium physics: Due to the high number of events with heavy quarkonium
states likeJ/ andY, they provide a tool for alignment and calibration of theder,
tracking and muon systems. Furthermore, the direct quarkoproduction can be used
to test various QCD calculations. Finally, heavy quarkamatates are within the decay
products of heavier states, allowing to study the processessed. For details see e.g.
[86, 85].

Polarization measurement: The decay channe\, — J/@ (u*u~)A(pmn) is utilized

to measure the spin properties of thg hyperon. These measurements are of strong
interest to constrain the theoretical models based onnbative QCD and Heavy Quark
Effective Therory (HQET) [87]. |

1.4.1 Decay ChanneB — J/y ¢

The decay channdé — J/y ¢ followed by J/y — p*u~ andgp — K+*K~ can be used

to determine the decay width differenfEs and the mixing phases, since this phase ap-
pears inb — ccsdecays. It has a clean experimental signature and can b te@sjered
using a di-muon trigger. The total rate asymmetryBgfandBY to the same final state
suffers from a partial cancellation from these two conttidms, but due to the fact, that
both J/¢ and ¢ are vector mesons arigf is a pseudo scalar, ti@P parity of the final
state is a mixture o€ P-even andCP-odd contributions. These can be disentangled on a
statistical basis by an angular analysis of the decay pteduc



1.4B-physics with the ATLAS Experiment 21

Figure 1.9: Definitions of the angles in the analysisBf — J/ ¢ [88].

The angles between the decay products are defined in Figirecluding the trans-
versity angled;,. Three distinct amplitudes contributing to this decay gxi80/CP even
(Ao,A) and oneCP odd (A,) state. OnéCP amplitude fo) can be constrained by a
normalization condition.

Examining theB? decay properties like thBY proper time and the angular distribu-
tions of the secondary particles, they include informagibout eight independent param-
eters, which are

o the three mixing parametefsns, Al'g, s,

o two strong phase differencés and oy,

o two independe@AmplitudesAH andA,, and
o the weak phases.

These parameters can be determined by a simultaneous Btdeday properties. Any
parameter which can be measured externally beforehandwagthe result. The mixing
frequency is one of these parameters, whose measureméirt AlLAS will be used as
an input to this fit including the appropriate error matrikea from the same experiment.
ATLAS has the capability to measufens using the two decay channé§ — Dg ™ and
BY — Dsal (see Chapter 3). The prospects of measuring the cha@inel Dsal are
explored within this thesis.

Using the decay channBf — J/y @, ATLAS|expects to measumg with a statistical
error of o(@) = 0.1 with [ £dt~ 20 fb~1. The expected error dil's/Ts is ~ 18 %,
while I's can be measured to a precision of 1.6 % [89].

Although the experiment LHCb is a dedicated experimenBfphysics, they obtain a
comparable sensitivity ogs. After one year of data taking, corresponding to 2'fktheir
sensitivity iso () ~ 0.05 ando (¢) ~ 0.02 using 10 fol. These values are still larger
than the value predicted by the SM, but effects of NP, leatliing larger value ofp,
would be detectable. For the measuremenkiaf/T s, expects a higher precision
of g(Als/T's) ~ 0.018 using 2 fo ! [70].
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ATLAS Detector

In this chapter, the experimental apparatus, the ATLAS deteis described. After
system is defined, to which the analysis always refers. Latethe different detector
components are introduced with an emphasis on the partangléor this analysis. Be-

cause of its effect on event selection, the trigger architeds explained in detail. Finally,
the data storage system and the detector control systemiefly discussed.

2.1 Introduction

2.1.1 Large Hadron Collider

The ATLAS (A Toroidal LHC Apparatus) detector is one of fowetectors under con-
struction at the Large Hadron Collider (LHC) [91], which ischted at CERN near
Geneva, Switzerland. With a planned start time in spring@2@dotons will be acceler-
ated in a circular tunnel of 27 km circumference and at a dbpttveen 50 and 175 m.
These protons will be accelerated to 7 TeV in order to coldl a bunch crossing rate of
40 MHz and a center-of-mass energyw@ = 14 TeV at the four interaction points, where
the detectors are located [92]. To reach the design luntinosiC = 103* cm—2s~1, each
of the two rings will be filled with 2808 bunches containingab10 protons each.

An overview of the LHC and its installations is given in Figlz.1. The two general-
purpose detectors, ATLAS and CMS [93], have an emphasis gsighprocesses with
a high transverse momentum transfer. They have slightfgréifit detector concepts and
complement one another. The LHCb (Large Hadron Collideuty@axperiment [69] is
dedicated tdB-physics measurements like precision measuremeriPafiolation and
rare decays. In contrast to the ATLAS and CMS collaboratidhe/ LHCb collabo-
ration will analyze the collision products in the forwardyi@n using a luminosity of
2.10%? cm~?s1, a factor of 50 lower than the ATLAS design luminosity.

Finally, the LHC is able to accelerate lead igA$Pb) as well, limited by the nominal
magnetic field of the dipole magnets of 8.33 T to a center-aésnenergy of 2.76 TeV
per nucleon [92]. These collisions will be analyzed by thel&E collaboration with
the/ ALICE detector [94]. The ATLAS [95] and CMS [96] collatations also plan to
perform own measurements with ion beams.

“European Organization for Nuclear Research, former CbEsedpéen pour la Recherche Nucléaire
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Figure 2.1: Overview of the LHC installations with the four main expeents. Please note the
different scale for vertical and horizontal distances [90]

Before introducing the ATLAS detector in more detail, it Boessary to define some
important quantities and relations concerning the gloBdLAS| coordinate system.

2.1.2 Global Coordinate System

The global coordinate system of ATLAS is a right-handed dowte system with the
beam direction defining theaxis and the transverse plane formed byxtandy direc-
tions. Transverse components of measured variables lkentimentunp or the energy

E are denoted witlpr andEt respectively. The positiveaxis points to the center of the
LHC ring, whereas the positivedirection is defined to point upwards. The azimuthal
angle¢ € [0,2m] is measured around the beam axis inxheplane following the mathe-
matical positive convention witth = 0 pointing in the positive--direction andp = /2
pointing in the positive-direction. Therefore, for a particle with the momentum pam
nentspy and py, one obtains

tang = py/px - (2.1)
The polar anglé € [0, 7] is the angle measured from the beam axis with positize

tand = pr/p;. (2.2)

The disadvantage of using the andlas that it is not Lorentz invariant. A commonly
used approximation fop > mand6 > 1/y is the pseudorapidity

n=-Intan(6/2), (2.3)
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Figure 2.2: Layout of the ATLAS detector. The overall weight is about @00 The different
detector components are explained in the text [97].

with y denoting the Lorentz boost. For the transverse plé@ne 90°), n is equal to zero,
whereag) goes tot-oo for directions along the beam axis, which means either 0° or
6 — 180°.

The distanc@R in the pseudorapidity-azimuthal angle space is given by

AR=\/(8n)2+ (89)?. (2.4)

Additionally, three sides are defined for the detector. Tile A is the one with positive
z, sideB is the plane witlz = 0 and sideC is the one with a negativecoordinate.

For a particle trajectory two impact parameters are defiridte transverse impact
parametedy is defined as the transverse distance from the point of dl@ggsoach in
the transverse plane to the nominal beam axis. The longilidnpact parametey, is
defined as the distance adirection from the point of closest approach to the nominal
interaction point [10].

2.2 Overview of the Detector Layout

The[ATLAS detector is located at Point 1 of the LHC ring at attlepf about 80 m
as shown in Figure 2.1. The overall detector layout is presem Figure 2.2. The
particular detector components are arranged concemyrazaund the interaction pointin
the center of the detector. The innermost part is the Innexdder and consists of tracking
devices with the aim of reconstructing the trajectoriesharged particles as accurately
as possible and to allow for a precise vertex reconstruct®aing outwards, the next
components are the Electromagnetic and the Hadronic Gadters. They are built to
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measure the energy of particles. The outermost componéhé isuon Spectrometer,
which is able to precisely determine the momentum of muomh& domponents operate
within a magnetic field, which is described in the next seattio

2.3 Magnet System

Even the acronym ATLAS hints towards the special magnetidigaration of the detec-
tor. Whereas the Inner Detector is surrounded by the supduming Central Solenoid
(CS) [98], providing a central axial magnetic field of 2 T, theter Magnet System con-
sists qf three large-scale air-core superconducting ntagr@ne of them is the Barrel
Toroid (BT) [99] in the barrel region. At either end, an ErapcToroid (ECT) [100]
magnet is located as shown in Figure 2.2. Each of the airc@gnets is made of 8
coils assembled radially and symmetrically around the ba&@s This system provides a
magnetic field of approximately 0.5T (BT) and 1.0 T (ECT) foe tMuon Spectrometer
which bends particle trajectories in tlez plane. This is in contrast to the CS, where
particle trajectories are bent in tRe¢ plane. [101].

The overall size of the ATLAS detector is dominated by the sithe Magnet System
as well as that of the Muon Spectrometer. The former is 26 nemgth and 22 m in
diameter, storing an energy of 1.6 GJ [97].

ThelCS is built from a single-layer coil and is hosted and suiggl by the cryostat
of the Liquid Argon Calorimeter (described in Section 2)5.This has the advantage,
that it minimizes the amount of material in front of the caloeters and therefore re-
duces the probability, that particles have interacted thigdhmaterial before they reach the
calorimeter. This would negatively affect the energy ragoh of the calorimeter.

2.4 Inner Detector

For a mixing analysis and any other decay-time dependeysgait is crucial to pre-
cisely reconstruct the production and decay verticeBsahesons. Therefore, a precise
reconstruction of the tracks by the Inner Detector (ID) sessial. This can be achieved
using a high number of space points, each measured as atg@apossible. The draw-
back of a many-layered ID is, that increasing the amount déna in the detector raises
the probability of particle interaction and decreases fthektreconstruction precision. In
addition, the smaller the individual active detector areagingle channel is, the larger
the number of read-out channels and the higher the costslafdded way to maximize
the precision and the detection efficiency with only moderatsts has to be found. Fur-
thermore, the tracking system has to be fast, in order tgaske measured hits to the
correct bunch crossing.

With an expected totgbp cross section ofii,t = 100 pubarn at the LHC design lumi-
nosity (cf. Figure 1.8), around 1 000 particles are expewstiglin |n| < 2.5 every 25 ns
[97]. This gives a feeling for the conditions the Inner Débetas to cope with.

The occupancy, which is the number of tracks per area, inesaith decreasing dis-
tance to the interaction point, whereas the active detecéa to cover rises with increas-
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21m
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Figure 2.3: Cut-away sketch of the Inner Detector. The outermost pashasvs the Transition
Radiation Tracker, the gray wheels and the barrel part vathesdiameter are the
disks and the barrel of the Semiconductor Tracker. The Rdetéctor sits as the
innermost part in the center and is detailed in Figure 2.2]10

ing distance. To comply with these different requiremettits,Inner Detector [103, 104]
of[ATLAS is divided into three parts, each using a differarttnology as shown in Fig-
ure 2.3. For the innermost part with the highest occuparmrgetdiscrete space points
are provided by the Pixel Detector made of silicon pixel medudescribed in the next
section. For the second part, the Semiconductor Trackdicarsstrip detector is chosen
(see Section 2.4.2).

A silicon detector is a semiconductor detector operatikeydi diode in reverse-biasing
mode. A patrticle, which is passing through this kind of d&igeds producing pairs of
electrons and holes along its path. These can be separasedyernal applied electrical
field, since electrons and holes have opposite charges.drletp the silicon surface and
can be detected by charge sensitive amplifying electronics

The outermost part of the Inner Detector is the Transitiodi&&n Tracker, which
provides typically 35 hits per track and is detailed in Saci.4.3.

The Inner Detector is able to measure particles wigh greater than about 500 MeV
and up tgn| < 2.5. For particles with lower momentum, the bending radii & plarticles
become too small for them to leave the/ID. With the help of th@nSition Radiation
Tracker, the 1D also provides electron identification uprfp< 2.0. The overall length
including all support structures is 7.0 m with a radius o1 [97].

2.4.1 Pixel Detector

The Pixel Detector (PD) [105] consists of three barrel layarradii of 50.5 mmlg-layer
or Layer 0), 88.5 mm (Layer 1) and 122.5 mm (Layer 2), and tlilisks on each side
at z positions of+£495 mm,+580 mm andt650 mm to cover a pseudorapidity range
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Figure 2.4: Opened sketch of the ATLAS Pixel Detector showing the thiaedb layers and the
three disks on each side [102].

of [n| < 2.5 [102] as illustrated in Figure 2.4. It is made out of 1744 mied, each

with a silicon sensor size of 68x 24.4mn?, a thickness of 25am and 46 080 read-
out channels (see Figure 2.5). This gives a total of 80 miltead-out channels, which
is approximately half of the available channels neededHerATLAS detector. This

indicates the importance of the Pixel Detector.

Furthermore, the namelayer of the innermost layer already hints for the impoc&an
of this device foB-physics measurements. The small radius of this layer gesva good
vertex resolution, which is crucial to separate the decaymoduction vertices of e.@®
mesons. For that reason, it will be explored in more detail.

Each standard pixel has a nominal size ofub®x 400um leading to an intrinsic
accuracy for a space point in the barrel region ofb®in theR-¢ plane and 115m in
the z direction, resulting in a good 3D-vertexing capability. thre end-cap regions, the
two accuracies are swapped, because the modules are dritffeeently [97].

The silicon sensor is composed hy patterned implants on-substrate [106, 107].
After irradiation of a fluence of 210'3 Neq: then-substrate turns into effective-doped
silicon substrate. This effect is known as the radiatiorugetl type inversion. After
further irradiation, the depletion voltage increases andllff becomes so excessively
large, that the sensor can only be operated partially dsghldfsingn™ implants has the
advantage, that after type inversion the depletion zonegfoom the pixel side, which
results in a good charge-collection efficiency even with igidy depleted sensor.

The expected fluence of particles for thdayer after five years of LHC operation
is equivalent to 1% neutrons, each with an energy of 1 MeNeg) [102]. This cor-
responds to a dose of 500 kGy, which is too high for standdrcbsi Therefore, a
highly diffusion-oxygenated silicon bulk is used, whicltieases the radiation tolerance
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Figure 2.5: Photograph of one pixel module. The module is shown sittimthé testing frame,
which facilitates to handle the module during the testingcpdure. Afterwards, it is
cut at the polyimide interconnections (located on each)side

to charged hadrons. This results in better charge collectiter irradiation and a lower
depletion voltage. The other two layers are expected tdrédas dose after at least ten
years of operation.

Additionally, the Pixel Detector has an excellent detectaficiency. A dedicated
Pixel Testbeam measurement using a high-intensity piombearresponding to the de-
sign luminosity ofC = 1034 cm~2s~1, showed that an efficiency of nearly 98 % is reached

[108, 109].

2.4.2 Semiconductor Tracker

The Semiconductor Tracker (SCT) [104] is made of siliconrostrip modules arranged
in four cylindrical barrel layers and nine disks on each giafeFigure 2.3). Thus, each
penetrating particle provides at least four precision sgaant measurements. Each in-
dividual layer consists of two strip detectors placed onabgach other with a small
stereo-angle of 40 mrad to measure two coordinates sinadteshy. In the barrel region,
one set of strips is oriented parallel to the beam directianéasure the angliewith high
precision, whereas the second set is tilted to providett@ordinate. For the disks, the
geometric arrangement is similar, but rotated. Here, ohefsdrips is running radially,
with the second one tilted with the stereo-angle. With thiaregement, the intrinsic ac-
curacies for measuring the tracks areli in the¢ direction and 58@um in the second
direction, which is the-direction for the barrel part and ttredirection for the disks [97].
Allin all, the/SCT covers a total area of 63mwith 15912 sensor tiles placed on 4088
modules, leading to a total number of read-out channelsoofrat 6.3 million [97].

2.4.3 Transition Radiation Tracker

The detection principle of this kind of detector is differémom that of silicon detectors.
While in a silicon detector charged penetrating particlesagate electron-hole pairs, the
signal in the Transition Radiation Tracker (TRT) relies ba transition radiation effect.
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Relativistic charged particles emit photons by crossirgittterface of two media with
different dielectric constants. The intensity of this effecalled transition radiation, is
proportional to the Lorentz factgt Since only a few photons are generated per transition,
the number of photons has to be increased by using a largeerushlransitions. The
emitted photons, typically in the X-ray band are detectalylgaseous detectors.

The! TRT [104] of the ATLAS detector consists of polyimide ftiistraw) tubes,
each with a diameter of 4 mm, interleaved with transitionatdn material, made of
polypropylene foils or fibers.

In the center of each straw, a fn gold-plated tungsten wire is kept at high negative
voltage to act as an anode, whereas the cathode is formeddndadctive coating on the
straw tubes. The straws are filled with a gas mixture of 70 Yorgfior good photon
absorption), 27 % C®and 3 % Q (for increasing the electron drift velocity and for
photon-quenching) [110].

Since the straws are arranged parallel to the beam axis ipatiiel region, the TRT
only provides a measurement in tReg plane, with an intrinsic accuracy of 13@m.
The advantage compared to silicon detectors is thdt the ERUines less material per
measured point than silicon detectors, but with a lowektrameter accuracy. Due to
the longer measured track length and a high number of spantspihis lower accuracy
can be compensated. The TRT contributes significantly tortbmentum measurement
of particles passing the Inner Detector [97].

The total number of read-out channels is approximately 386 0

2.5 Calorimetry

Thel ATLAS detector consists of a set of calorimeters [11lhasure the energies of
particles. A particle entering a calorimeter interactdwtite dense material and creates
new particles, which themselves interact with the mateggin. This process produces
a particle shower, which increases until the energies ofptiricles created becomes
too low to create new patrticles. A detailed detection of thewger's shape is used to
reconstruct the energy of the incoming particle. ATLAS uaesampling calorimeter
technique, in which material with high density is used aslzsoeber material to induce
the particle shower. This results in a compact constructiime material is interleaved
with active layers for detection purposes.

Two different kinds of particle showers are distinguishedrticle showers induced
by particles interacting primarily via the electromagoetiteraction (mainly electrons,
positrons and photons); and particles predominantly agtérg via the strong interac-
tion (hadrons). To account for the different shower typés, first kind is detected by
electromagnetic (EM) calorimeters, and the second by macioalorimeters. Since elec-
tromagnetically-induced showers are shorter, EM calaenseare placed inside hadronic
calorimeters. Muons can usually not be contained and paedtnie dense material of a
calorimeter without absorption.

An overview of the calorimeters used in the ATLAS detectastiswn in Figure 2.6.
The calorimeters cover a range|qgff < 4.9 and use different technologies for different
ranges as detailed in the following sections.
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Figure 2.6: Overview of the different calorimeter systems. The différgystems are described in
Section 2.5 [97].

2.5.1 Electromagnetic Calorimeter

The Electromagnetic Calorimeter [111] of the ATLAS detedsa sampling calorimeter
using lead and Liquid Argon (LR). Itis divided into a barrel part (EM LA Barrel) with

a pseudorapidity coverage pf| < 1.475, and two end-cap parts wittB¥5< |n| < 3.2,
together called the Electromagnetic End-cap Calorim&BIEC). To provide a complete
¢ symmetry, it uses accordeon-shaped polyimide electratebé LAR and lead as the
absorber material. The thickness of the lead absorbgrdependent and is optimized
w.r.t. the energy resolution of the calorimeter. The ovehatkness of the calorimeter is
more than 22 radiation lengthXq) in the barrel part and more than X4 for the end-cap
regions [97].

The total material seen by particles in front of the calotenés about 2.3 radiation
lengths forn = 0. Therefore, to correct for the energy loss by photons aadtreins
due to this material, a special presampler made of an layer with improved
granularity is placed in front of the electromagnetic cahaters in the regiof| < 1.8

[97].

2.5.2 Hadronic Calorimeter

The hadronic calorimeters also account for the differgmégions and are therefore di-
vided into three different calorimeter types.
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In the barrel part, the Hadronic Barrel Calorimeter (Tilei®8 [112] covergn| < 1.0
and uses iron as absorber and plastic scintillator tilegtgeamaterial. The barrel part is
extended to cover the pseudorapidity region &Q |n| < 1.7, as shown in Figure 2.6.

A second type of calorimeter, the Hadronic Endcap Caloem@iEC) [111] covers
1.5 < |n| < 3.2 and uses LA with a copper absorber in a parallel-plate geometry. The
radiation-hard LA technique was chosen to account for the higher radiatioin@mment
in this region.

In the forward region with 3 < || < 4.9, the third type of calorimeter, the Forward
Calorimeter (FCAL) [111], is placed. It also uses RAnd is integrated in the end- -cap
cryostats. The FCAL is divided into three modules in eacheaq The first module uses
copper as absorber material and is optimized for electroetagmeasurements, whereas
the other two modules use tungsten absorbers and measdmpnantly the energy of
hadronic interactions. The cells of each module consistétal matrix with concentric
rods placed inside tubes arranged parallel to the beam akis.small gap inbetween,
which is as small as 0.25 mm, provides a high overall dersitpmpact construction and
a fast signal readout [97].

2.6 Muon Spectrometer

The overall size of the ATLAS detector is dominated by|the M&pectrometér (MS)
[113]. It is designed to precisely measure the momenta ofnspenetrating through the
calorimeters. An overview of the different systems is gieifrigure/ 2.7. The toroidal
magnetic field, in which the MS operates, was described iti@e2.3.

This system has to detect any penetrating particle verydamste it is part of the trigger
system (see Section 2.7.1). On the other hand, it has tode@vprecision measurement
of the particle track. In order to fulfill both requiremenitsis divided into two separate
subsystems. These demands are of central interest witlsithésis, since a muon with
at least a certain transverse momentum is used to selectehesef interest.

The precision measurement is performed in the barrel regydhree layers of Mon-
itored Drift Tubes (MDTSs) at radii of approximate 5 m, 7.5 ndat0 m. In the end- -cap
regions, the MDTs form big wheels, as shown in Figure 2.7. [WH&T$s cover ann
range up ton| < 2.7 (|n| < 2 for the innermost end-cap layer). The individual tubes,
each with a diameter of 30 mm, are filled with a gas mixture gbar(93%) and C@
(7%) operating at an absolute pressure of 3 bar. They achreagerage track resolution
of 80 um.

In the innermost end-cap layer with2< |n| < 2.7,/Cathode Strip Chambers (CSC)
are chosen, which are multiwire proportional chambers with cathodes, each seg-
mented into strips. These chambers provide a higher gnatyulaan/ MDTs to sustain
the higher rate in that region. Both coordinatgs ¢) can be measured simultaneously,
reaching a precision of 40m in the bending plane and 5 mm in the transverse plane. The
precision measurement is based on charge interpolatidmeafdthode strips, which are
oriented orthogonal to the anode wires [97].

For the trigger system, Resistive Plate Chambers (RPCsplaced in the region
|n| < 1.05, whereas Thin Gap Chambers (TGCs) are installed in thecapdegions
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Figure 2.7: The[ATLAS Muon Spectrometer in detail. The faster Resistlate Chambers
(RPCs) and Thin Gap Chambers (TGCs) are parts of the trigggers, whereas
the Monitored Drift Tubes (MDTs) and Cathode Strip Chamtl@&@SCs) provide
precision measurements [97].

with 1.05< |n| < 2.4.

An is a gaseous detector without wires, using resistvallel plates. ATLAS
uses a plate distance of 2 mm and High Voltage (HV) of appraten.9 kV. On the
outer side, metallic strips are attached, inducing thealigia capacitive coupling. It is
operated in the avalanche mode, which provides a rate-gmtmt time resolution and
a higher rate capability than in the streamer mode. | The RR@s & time resolution of
1.5 ns, an efficiency of 97 % and measure both coordinatesnd ¢ simultaneously.
They tolerate rates up to 1kHa? and are placed in three concentric cylindrical layers
each containing two detector stations. The RPCs are loeateohd the MDT chambers
in the barrel region, one RPC station above and one below. #énnpassing all three
'RPC barrel layers results therefore in six measurementaci points. This redundant
measurement per station provides a better efficiency bycredunoise and fake hits due
to e.g. cavern background [114].

The/ TGCs are multi-wire proportional counters, but with @yéa distance (1.8 mm
for/ATLAS) between the wires than between the wire and thkazi (1.4 mm). They
provide a good time resolution due to the high electric fietohad the wires and the small
distance between them. The efficiency is greater than 99 %haychave a rate capability
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of more than 20kHzcn? [97].

The TGC chambers are mounted in such a way that the wires neetigi radial
coordinate. The azimuthal coordinate is measured by rad@gber strips applied on the
back side of the cathode plates.

To achieve the required spacial resolution over the whateedsion of the Muon
Spectrometer, an optical alignment system is used bothmatid between the chambers.
A detailed description of this system can be found e.g. ib[116].

2.7 Trigger System

At the[LHC, operating at the design luminosity of*¢@m—2s~1, around 23pp inter-
actions are expected to occur every bunch crossing, takawg gevery 25 ns. With an
overall number of read-out channels in the ordef, e average size of an event is
around 1.6 MByte. Clearly, the full detector data of all egsrannot be handled. Only a
small fraction, about 200 events/s, can be transferredriogqo@ent storage.

This requires stringent selection criteria to select eveontaining relevant physics
processes. As presented in Figure 1.8, the fgpaross section is much larger than those
of the processes of interest within the ATLAS physics pragrahe vast majority of in-
teractions are QCD background events with a small tranearsrgy transfer. Therefore,
events with high transverse momentum are of special irtteres

To meet the requirements of the data selection, an efficigger system has to be
applied with a fast rejection of background events and demeously a high selection
efficiency for the processes of interest.

The trigger system [117] of ATLAS uses three distinct lev@lsey are called

o First Level Trigger/(LVL1),
o Second Level Trigger (LVL2) and
o Event Filter [(EF).

The latter two levels form the High Level Trigger (HLT). A lao diagram of the trigger
system is shown in Figure 2.8.

Each level reduces the trigger rate significantly. Highgele in the trigger chain
can access the information from previous levels. Additignéhey benefit from more
complete detector information for each event. Furthermerth the decreasing trigger
rate per level, the permissible latency, which is the maxmaliowed processing time for
each event, increases. This allows more complex seledgonitams to be executed.

A detailed description of these different trigger follownsarder to understand better
the strategies applied to efficiently select events, netatdtle analysis within this thesis.

2.7.1 First Level Trigger

The First Level Trigger (LVL1) [118] is designed to procediseaents with the bunch
crossing rate of 40 MHz. It reduces the rate to a maximum of H5 fupgradeable to
100 kHz). In the first year of data taking (2008), this is liedto about 37 kHz [119] due
to a limited HLT input capacity.
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Figure 2.8: Schematic view of the three-stage trigger system used inAgIL Every stage re-
duces the event rate significantly [118].

The trigger decision is based on the information of the muwhcalorimeter systems.
The muon trigger system searches for events containing swih high transverse mo-
menta (highpt), whereas the calorimeter trigger systems are searchmgidh energy
depositions and missing enerdg)(with a coarse granularity.

The decision has to be taken very fast within the fixed maxinatency of 2.5us.
Therefore, the trigger system is built from special har@mMa@ustom electronics). The
full detector information is not available within that shtatency, e.g. tracking informa-
tion from the Inner Detector cannot be used at this stages tharefore pipelined to be
processed by the HLT [97]. Furthermore, due to the requirgrokthe fast decision, the
resolution achieved with the available information is veotisan using the whole detector
information.

The information of the different trigger systems and signed are combined by the
Central Trigger Processor (CTP) [118]. Up to 256 trigger mig@ms can be defined as
well as prescales used. Prescaling allows to reduce thefaeignature by selecting
only everynth event, withn corresponding to a pre-defined factor.

Each triggered item defines a Region of InterestljRn the detector. The position
of these RIs are passed to the HLT, which can search for additionalsigas within
such an BI. This saves processing time compared to searching foagiges within the
whole Inner Detector (FullScan), but compromises efficyenc
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Figure 2.9: Schematic view of the muon system with the pivot stations sedun the trigger
system [97].

Muon Trigger System

The trigger information from the muon system is taken froe RPCs in the barrel and
TGCs in the end-cap regions as described in Section 2.6. fiaey to provide a fast

discrimination on the muon transverse momentum and regactam hits from particles

not originating from the interaction point like e.g. backgnd neutrons or gammas from
the experimental hall.

The systems in the barrel and end-cap regions use threa lafyglhambers, each with
two detector stations. A lookup table system is used to @dtitie penetrating muon has
reached a certaipt threshold within the latency constraint, based on geocsdtroads.
To be able to reconstruct thg over a wide range, the system is divided into two parts,
the lowpt and highpt trigger. For each system, three different threshold vataesbe
defined in parallel, i.e. each system can store three loaklpg. The threshold range for
the lowpr system is approximately 4-9 GeV and 9-35 GeV for the higtsystem [97].

The decision principle is illustrated in Figure 2.9. In theriel region, the middle
RPC layer (called RPC2) is used as a pivot station. A muon imfihite momentum
would traverse the detector on a straight line, since thektweould not be deflected by
the magnetic field. With less momentum, the track curvatucesiases.

Each time a signal is detected in a barrel pivot station, timei RPC (RPC1) is
searched for further hits within a road defined by a muon wifimite momentum travers-
ing from the center of the interaction region to the the teigggl pivot channel position.
The allowed channels for a specifi¢ thresholds are taken from a lookup table.

As an example, such a lookup table is shown in Figure 2. 1véoldw-pr coincidence
requirement. Th&-axis is showing adjacent channels of the pivot statiorofmtannels),
whereas the channels from the inher RPC (lpwvehannels) are placed on tiaxis. If
an assumed muon with infinite momentum, which originatesftbe interaction point,
produces a signal in a specific pivot channel, it would hit ec#fic low-pt channel.
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Figure 2.10: Example coincidence matrix [120].

Muons with less momentum are connected to neighborhoodplowhannels. Theor
resolution is limited by the distance of the different RP@mhels. A muompr cut can be
applied by accepting signals in a certain number of adjaloenpr channel. The larger
the number of allowed lowst channels, the lower is the applied cut.

Therefore, the inner band (blue) in Figure 2.10 defines tybadst threshold (here
10 GeV), surrounded by two bands with thresholds of 8 GeVefgrand the 6 GeV (red).

To pass the lowpt trigger, a coincidence in three out of the four detectontatin
the inner two layers is required. For largef values, the bending radius becomes too
large for a goodor separation. The higlpr system therefore uses a Iguwy-coincidence
and an additional hit in one of the two stations of the aute€ERRPC3) layer. To account
for the larger bending radius of highr muons, the distance from the pivot layer to these
stations is larger than to the lop# layer [114].

The two projection®R-¢ andR-z are treated independently and are combined after-
wards. This reduces significantly, together with the calance requirement, the fake rate
due to the cavern background and other sources.

The same principle is used in the end-cap region. Here, therroost TGC layer
(TGC3) is used as the pivot station and the middle layer (T/d02the low-t coinci-
dence. The higtpr coincidence is done with the TGC1 layer [97].

A typical turn-on curve is shown in Figure 2/11. The threslsare defined for 90 %
efficiency w.r.t. the plateau. The slope of the turn-on cuefkects the limited resolution
of the trigger system. Muons with@ below the defined threshold have a non negligible
probability to pass the trigger. But these can be rejectedigiyer trigger levels, which
include a more precise mugmr measurement. Support structures, which prevent the
installation of trigger chambers in some places, cause r@fisignt efficiency drop in
then-¢ plane. The overall averaged efficiency well above the appatgpthresholds is
therefore limited to about 82 % for the lopr and 78 % for the highpr trigger system
[121].

As well as single muon trigger signatures,the LVL1 muongeigprovides a di-muon
trigger, possibly having a differeipt threshold for each muon. With an lower overall trig-
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Figure 2.11: Trigger efficiency curves for the barrel ((a) and (b)) and-ead ((c) and (d)) regions.
Low-pr thresholds are displayed in the left plots ((a) and (c)),n&hs highpt ones
are shown on the right hand side ((b) nd (d)). The threshalelslefined at theor
reaching an efficiency of 90 % w.r.t. plateaus [121].

ger rate than the single muon trigger, this allows to triggféciently on decays involving
e.g. aJ/y decaying into two muons. Special care is taken to avoid asuabunting
muons, especially in the transition region between thesbard end-cap region.

Calorimeter Trigger System

The[LVL1 calorimeter trigger system [118] uses the inforioatfrom all calorimeters,
but with coarse granularity (0 x 0.1 in n x ¢), resulting in approximately 7200 analog
trigger towers. A positive trigger decision requires anrgpaleposit above a tunable
threshold.

The system searches for high-electrons, photons, jets amdeptons which decay
into hadrons. Events with large transverse end&gynd large missingr () can be
selected as well. Additionally, it is possible to triggerthie scalar sum of jet transverse
energies.

The center of each energy deposition defines the coordimateand¢ of the Region
of Interest. These coordinates are transferred to a sysaedd?0l builder. The output
of this system is passed on to be processed by the HLT.
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2.7.2 High Level Trigger

The|High Level Trigger (HLT) [122] is divided into the Secohdvel Trigger (LVL2)
and the Event Filter (EF) described in the following secdiom contrast to the LVL1,
the HLT is almost entirely based on computers and networkpoomants, which are com-
mercially available, i.e. established as a computer farm.

Level 2 Trigger

ThelLVL2 system is seeded bydRs which are provided by the LVL1 system. This has
the advantage that only a small amount of the whole deteatartths to be transferred and
processed, which results in shorter processing times tfahraconstruction (FullScan)
of all the available detector data for that event. For lowsnihosities than the design
luminosity, however, it is possible to use the FullScan (F®@hanism.

The/LVL2 system reduces the event rate to approximately 2\kitzin an average
processing time of around 10 ms per event. In 2008, the rditmited to approximately
1 kHz due to a limited number of processing nodes [119].

Since both the whole granularity of the calorimeters anditifiemation from the
muon precision chambers are available| the LVL2 first cordfitine LVL1 decisions with
better accuracy. This results in a sharper turn-on curve tha one shown for LVL1
in Figure/2.11. Information from the ID with track and verteeconstruction is now
available and as well used to reduce the trigger rate.

The trigger selection criteria used are usually inclusigeatures, i.e. they attempt to
select all events which fulfill a certain threshold. For sigmes used within thB-physics
program, special algorithms are provided to select theydeealucts oB-hadrons and to
make use of the vertexing capabilities. This will be dethileSection 3.3.2, specifically
for the trigger signature used for the reconstruction ofttaéronic decay channgf —
Dsa;.

Event Filter

The EF reduces the trigger rate to about 200 Hz and has angaveracessing time per
event in the order of 1 s. It has access to fully-built events@n use offline algorithms,
which result in e.g. a more precise track reconstruction el @ more precise vertex
reconstruction.

For each event passing the trigger selection cuts, a taglsdadrhis includes infor-
mation about the trigger signatures, the event passeswiitds, the event is transferred
to the Data Storage System, explained in the next section.

Detailed information about the HLT can be found e.g. in [127],

2.8 Data Storage System

The maximum output rate of the EF is about 200 Hz with an awemagnt size of
1.6 MByte. Thisrequires an average rate of 320 MByte/s fearexd from the EF to stor-
age. With an expected beam time per year of 40this sums up to 3.2 PByte collected
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each year. The four experiments at the LHC will accumulateta bf approximately
15 PByte of data each year. [123]

This amount of data cannot be handled centrally and reqairearefully planned
infrastructure. This infrastructure, as well as all theadstbrage, is built and maintained
by the LHC Computing Grid (LCG) [123] project. The system geots many computing
facilities to distribute the data and computing jobs andaibed the ‘Grid’ for short. It
foresees a hierarchical tree structure of the computeeceimvolved, which are spread
around the world.

The raw EF output data is transferred to the root center, dhealied Tier-0, which
is thel CERN computing center. One copy of the raw data is dttirere on tapes via
the CASTOR system and in parallel, a second copy is transferred to penanass
storage in one of the Tier-1 facilities. After a first passexfonstruction, the derived Event
Summary Datd (ESD) data (see Secfion 4.2) is transferredediter-1 facility, which
has the prime responsibility for the data including furtpercessing. Additionally, a copy
is transferred to a second Tier-1 center. Derived and sliduhaéa, processed in the Tier-1
center, is transferred to the next layer of computing centiie Tier-2 facilities. These
Tier-2 centers provide computing and storage capacity feggtie end-user analyses.

Additionally, it is already possible to perform Monte CafMC) event simulations
using these facilities, e.g. this analysis uses the sesyicevided by these facilities. These
'MC simulations use a lot of computer power and storage caescirherefore, to perform
detailed studies of the detector performance, before fat i$ taken, such facilities are
important.

The large amount of experimental data expected from thetetmakes it impossi-
ble to transfer all events needed for a specific analysistal momputers by the end-user.
Computing jobs containing specific reconstruction aldonis will be sent to the com-
puting facilities, and will be processed at locations whredata is available. Only the
result will be sent to the physicist for further analysis.

A more detailed introduction is presented e.g. in [123, 124]

2.9 Detector Control System

For the persistent and safe operation of the ATLAS deteatBretector Control System
(DCS) [122] is indispensable. It provides facilities to snpse all detector components.
In addition to the possibility to view the current status ibfl@atector components, it allows
interactions with these components to ensure the safetoped the detector.

It is a distributed control system and every detector corepbhas special front-end
electronics integrated to implement information loggimgl asupervision functionality.
All error and warning messages as well as actions taken bysyistem are saved and are
centrally accessible for e.g. post mortem analysis.

JCERN Advanced Storage Manager



Strategies for a Mixing Analysis in
ATLAS

This chapter begins with a short overview of decay channstalsle to measure thgd
oscillation frequencydms with the ATLAS detector, in particular the decay chanB@l—

D a;. After this, the trigger strategy for this channel is desed in detail, followed by
an introduction to the methods used for taggingBfeas mixed or unmixed. The chapter
closes by discussing background channels, which are réléwathis thesis.

3.1 Overview of the Mixing Analysis

The determination of the oscillation frequenfsyns, referred to as mixing analysis, re-
quires a variety of considerations. These are divided into
o the choice of the decay channels to use,
the trigger strategy,
the tagging strategy,
the event reconstruction procedure and
o the determination aAmg from reconstructed events.

[}

[}

[}

The individual steps are discussed in the following sestion

Firstly, suitable decay channels with a clean experimegalal have to be identified,
I.e. channels whose final state particles leave a clear tsignan the detector. Further-
more, these decay channels should have a large branchimgs@that as many events as
possible are available for the analysis.

As the next step, the trigger system has to be taken into atcdithe events pro-
duced in the detector have to be selected with high efficiémcthe signal events, while
maintaining an as good as possible suppression of backgrexents. The trigger rate
should be kept reasonably low, so that the maximum availzdohelwidth for the physics
processes of interest is not exceeded. Furthermore, thehsglgorithms have to be fast,
because the average HLT computing time per event is limitad.trigger strategy is also
an important consideration, when suitable decay channelseang chosen.

Those events, which pass the whole trigger chain, are pdesi@ reconstruction
process, with the aim of reconstructing the signal decays Ga kinematic quantities are
applied in order to suppress events containing exclusigikdraund decays with a similar

41
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decay topology, as well as combinatorial background. Ttterlare events with randomly
combined tracks passing selection cuts.

The determination oAmg requires two important pieces of information from the re-
constructed decays, namely the proper decay time oBfhmeson, and whether trid
(BY) meson has oscillated (‘mixed’) to its antiparti@@ (B2) or not (‘unmixed’) during

its lifetime. Theﬁ_%s0 meson’s state is called the mixing state of Bfemeson.

The proper decay time is measured using kinematic varidfbesthe reconstructed
event, whereas the mixing state is extracted by flavor taggiathods (see Section 3.4).
The accuracy of the reconstructed kinematic variableslgldapends on the experimen-
tal apparatus. Its determination requires a detailed sitin including a realistic detector
description.

3.2 Decay Channels Used in the ATLAS Experiment

In theATLAS experiment, two fully hadronic decay channele aonsidered for the
determination of the oscillation frequensyns, BS — D5 " andB2 — Dg af . This thesis
explores the prospects for iR — Dsal decay channel. The potential of the decay
channeB? — D5 rr* is covered e.g. in [125].

The B0 — Dga; (or BY — Dg ") decay channel includes the approprlate charge-
conjugated decay chain. ThIS means that, if not stated@ttplin this thesis, theB —
Dia; (B0 — D¢ ) decay is implicitly included, while the general procesaes ex-
plained using the charge configuration of Bf— Dgaf (BY — D5 ") decay.

In both decay channel8¢ — Dy aj andB2 — D3 rrt, the BS decay is followed by
Ds — @ andg — KK~ as shown in Figure 3.1a. The vector mesgnin the B2 —

D5 aj channel decays viaj — prr* followed by p — " . Theb-quark in theBS
meson decays via the weak interaction intwguark by emitting &+ boson. Together
with the remainings-quark from theB2 meson, the-quark forms @D meson, whereas
thew™ forms thea] meson in the case & — D5 aj . The Feynman diagram illustrating
this process is presented in Figure 3.1b.

A second sub-decay of theZ meson, used by CDF [66] and@D[68], is Dy —
K*OK~, followed byK*® — K+ 7. This was also studied for the ATLAS experiment in
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Ref. [85]. By including this sub-decay, the overall numbkewents available would be
increased by approximately 30%. However, the width oihis found to be larger than
that of thegp meson. The cut applicable to the invariant mass okHecandidates must
therefore be looser, which increases the background bomn. Furthermore, every
additional sub-decay has to be considered individualhhanttigger system. Including
these ones would increase the total processing time andito@tie in the HLT system.
For this reason, at the moment the ATLAS Collaboration dagsptan to use this sub-
decay.

The branching ratio of the third sub-decay used by OF— " i is (1.22+
0.23) %, a factor of about 3.6 smaller than the branching ratiddpr— @ [1]. Fur-
thermore, only one instead of two mass constraints is agigkcduring the selection
process, since an additional vector meson likg meson is not available in the decay.
This increases the combinatorial background contributiotthis channel. Therefore, to-
gether with the limited HLT processing time per event, thib-glecay is also currently
not considered.

Semileptonic decays likB2 — Dg u* v are also suitable for the determination\whs,
but with the drawback that the neutrino information is mgsi The unknown neutrino
momentum affects the reconstruction of the transverse mameof theBY meson, which
results in a degraded proper time resolution. On the othad,lthe overall cross section
is higher, which improves the analysis by means of a largenbar of reconstructed
events. The transverse momentum measurement accuracgrisvima by introducing a
correction factor for the observed transverse momentureft meson. The correction
factor distribution can be obtained from Monte Carlo sintiolas [126].

In general, semileptonic decays would have an advantadke imixing frequency
Ams were low. In the region close to the measured value, the prtpe resolution is
typically the limiting factor in the measurement.

Both/CDF and [ analyze semileptonic decays to improve the available kasigpe
[66, 65]. Within the ATLAS experiment, the use of these esascurrently not planned.
However, with the trigger strategies for LVL1 and LVL2, asdebed in the next section,
these events will be selected, especially at lower lumtressiwhere loose selection cri-
teria at the EF stage are applicable. Detailed Monte Cauldiess are required to study
the possibility of using this type of decay with the ATLAS detor.

Signal Decay Process

Before discussing the trigger strategy in more detail, flgaad decay process will be
illustrated, as it is seen by the detector.

At the LHC, two proton bunches intersect at 14 TeV centemaks energy. This
produces db-quark pair at a rate of about one for 100 collisions. Bothrigsidadronize
to B hadrons, whereas thequark forms theB2 meson on the signal side as presented
in Figure 3.2. With a lifetime offge = (1.466+ 0.059) ps [1], theB2 meson travels

a significant distancect = 439 um) [1] before it decays into ®; meson and am;
meson. In order to distinguish the production and decayoesta good vertex resolution

is required. Theaf meson and th@ meson decay almost instantaneously, whereas the
D5 decay vertex is separated from tBg decay vertex in the detector. The lifetime of
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Figure 3.2: B — D a; decay topology as seen by the detector. fiiecould also be qu* in
the case that the muon originates from a cascade decay @& B tiadron oscillates
before it decays.

the Dg meson isct = 1499 um [1] and it decays via @ meson to two kaons and one
pion. The flight distance of th¢ meson is small compared to the vertex resolution. In
summary, three vertices are reconstructed. These a@mnd Ds meson decay vertices,
as well as the primary vertex, where the protons collide Ae®$ meson is produced.

On the tagging side, the-quark forms & hadron, which can be eitherBameson or
a baryon containing b-quark. The event is only selected if thequark decays semilep-
tonically into a muon, which is then used both for trigger &ghing purposes.

3.3 Trigger Strategies

In order to cope with the high bunch crossing rate of 40 MHAetltHC, stringent se-
lection criteria are required for the trigger system. Adbuhally, the trigger strategy has
to be flexible, since an initial run is planned at the luminpsf £ = 1032 cm=2s~1,
The luminosity will be increased until the design lumingsit £9€s19"= 1034 cm—2sLis
reached. This requires a flexible trigger strategy to adpushanging luminosity scenar-
ios. Furthermore, the production cross sections have largertainties, because they are
extrapolated from measurements at a lower center-of-masge of 1.96 TeV at Teva-
tron. This also leads to an uncertainty in the expected canss on the trigger rate as
well.
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3.3.1 Levell

For the trigger strategy at the LVL1 stage, a muon is requaedllustrated in Figure 3.2.
The muon originates from a semileptobigjuark decay on the tagging side. This require-
ment is satisfied by the LVL1 muon trigger mechanism. The mpprut should be as
low as achievable, as discussed in Section 5.2.

Additionally, the LVL1 jet algorithm defines jet®s used at the LVL2 stage. The jet
algorithm employs the electromagnetic and hadronic triggwers, which have a granu-
larity of aboutAn x A¢ = 0.1 x 0.1. The granularity becomes coarser for larger values
of n. The transverse energy o4 trigger towers is summed up using a sliding window.
The position of the jet Bllis the local transverse ener§y maximum as defined in [118].

The Rol/multiplicity should be small, ideally one to two, in order $ave processing
time. The LVL1 jet Rol multiplicity depends on th&r cut as well as on the size of the
Rol/(see e.g. Ref. [127]).

3.3.2 Level2

As afirst step, the muon candidate which has been found byvh#&/gystem is confirmed
by the LVL2 system. Since the information from the precisimmon chambers is available
at this stage, ther of the muon is then determined more precisely. A steepeofitiee
LVL2 muon turn-on curve than the one at the LVL1 stage (cf.uFrgy2.11) is reached.
This results in a larger number of muons with Igw being rejected and in a reduction of
the trigger rate seen by the next processing steps.

A fast/LVL2 algorithm (uFast) [122] is executed using the information from the
Muon Spectrometer. To achievea estimate quickly, this algorithm uses a lookup table
system, which depends on the pseudorapigitthe anglep and the sagitta of the muon
measured (see e.g. Ref. [128]).

To improve the accuracy of the momentum measurement, tlwmsgacted muon
tracks are combined with the information from the Inner B&teusing théfuComb [122]
algorithm. This helps to reject charged pions and kaonschwtecay in flight, as well
as fake tracks reconstructed by the Muon Spectrometer.aftez Are induced by cavern
background.

For B-physics, specific algorithms are implemented at the LVIayst For theAmg
analysis, an algorithm is run, which looks g candidates decaying viag — ¢(—
K*K~)r. The corresponding trigger item is calledmaPhiPi’ object. Since théDF
decay is a common part of the fully hadronic decay chanBgls» Dsa; and BY —
Dg rrt, this trigger item is suitable for both fully hadronic deahannels. The algorithm
first combines available tracks, which are reconstructeédeat VL2 stage, to search for
a @ meson. Eachp candidate found is combined with another track to searctDfpr
candidates.

For theDsPhiPi trigger item, two approaches are available. At low lumitiesj a
search using the FullScan algorithm is admissible. In thsecthe full information of the
Inner Detector is used. At higher luminosities, the processme of the FullScan algo-
rithm is expected to exceed the allowed maximum time. TheliRthi-guided approach is
used, which relies only on reconstructed tracks in regiddspox A¢ = 1.5 x 1.5 around
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all jet/Rols above a certain jeEr threshold, as defined in [129]. The jebR are pro-
vided by the LVL1 system. The luminosity at which the strgtbgs to be changed is
expected to be of the ordér= (1032 — 10%3)cm~2?s1 [125].

The track reconstruction algorithm is the same for the FaiSand ®I-guided ap-
proach. The algorithriDSCAN [130, 131] is used to reconstruct tracks in the Inner Detec-
tor, with apr cut of 1.4 GeV applied to all tracks. To selegctandidates, kinematic cuts
are applied to each oppositely-charged track pair. These ar

o |Az] <3 mm,

o |A¢| < 0.2,

o |An| < 0.2 and

o 1005 MeV< mkk < 1035 MeV.

Thezvariable is one of the canonical track parameters definet the nominal interac-
tion point. Since the mass of each track cannot be measutbdhwi ATLAS detector, a
pion mass is assumed for each track candidate by defaultetawthe invariant mass of
the ¢ candidate is calculated using the kaon mass for each of ih&aeks.

Each track pair passing the cuts is combined with each rentaraconstructed track,
assuming a pion mass. A cut on the invariant mass of the thaekst of

o 1908 MeV< mkknr < 2028 MeV

is applied. ADZ candidate is found, if the three tracks can be combined tavamum
vertex, using a fast vertexing algorithm.

The event passes the LVII&PhiPi trigger if at least on®Z candidate is found. All
candidates are saved irDaPhiPi object and are accessible at later stages. If necessary,
a cut on thex? of the vertex fit could be applied to further reduce/the LVLR2H.27].

3.3.3 Event Filter

At the EF stage, thpr of the muon is determined again, using e gMOORE algorithm.
This algorithm is based on th0RE (Muon Object Oriented Reconstruction) [132] al-
gorithm, working in a seeded mode.

With a better mass resolution expected at the EF stage thha BYL2 stage, a very
similar selection strategy to search ¢ mesons is implemented.

First studies [125] indicate that for luminosities abev&0®® cm~2s~1, the/ EF rate
exceeds its maximum, if only the LVL2 decision is confirmesing a better track recon-
struction accuracy. One idea for improvement is to intredaB? meson reconstruction
algorithm for the two fully hadronic decay chann8— Dg a; andB — Dg i at the
EF stage. A preliminary study [125] using inclusive backgrd samples, shows that a
reduction factor of about 60 could be achieved. This studypeaformed using offline re-
construction cuts. The reduction of triggered signal eventalculated to be about 55 %.
This has to be confirmed by an implementation of the searatrithgn in the EF and
using minimum bias events. Applying this strategy at higherinosities, an acceptable
EF output rate is expected to be achievable.
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3.3.4 Luminosity-dependent Strategies

The trigger strategy has to be as flexible as possible, singeoduction cross sections
have not yet been measured at'the LHC center-of-mass erfeugghermore, the lumi-
nosity starts low and will be increased until the design lusity is reached. A large part
of B-physics measurements, such as this analysis will be coediat luminosities below
the design luminosity.

The maximum trigger rate must not be exceeded. On the othwet, Hhe number
of triggered events in the signal channel is insufficient vhight trigger cuts are used.
Therefore, a flexible trigger strategy is indispensabldfioiently select signal events.

Key ingredients of a flexible trigger strategy are the foliogv

o Since the LVL1 trigger rate highly depends on the mygncut applied, as shown
in Section 5.2, the LVLL1 trigger rate can be adjusted by chantiis cut.

o Forlow luminosities, the FullScan algorithm will be used/Rol-guided approach
is also available to save processing time at the LVL2 stdgedessary.

o Therequired jeEr at LVL1 to form an Rol can be adjusted to limit the trigger rate.
o For further rate reduction fat LVL2, a cut on tjgé of the vertex fit might be applied.
o A B2 meson reconstruction is introduced at/the EF stage.

o As a last resort, thesPhiPi trigger element could be prescaled. This would re-
duce the number of signal and background events by the sanoe. felowever, all
measures with better efficiency for signal events and ldygekground suppression
must be applied first.

A detailed Monte Carlo study of trigger scenarios and défeérluminosities including
expected trigger rates is presented in [125, 127].

3.4 Soft Muon Tagging

The knowledge of th&? flavor at production and decay time is essential for thisymmsl
The flavor of the decaying mesons distinguishes bet@8emdB? mesons. The methods
to determine the flavor are called tagging methods. As seEigure 3.2, the flavor of the
BY meson at the decay vertex is easily extracted using the eludripe reconstructeBs
meson. Tagging thB? flavor at the production vertex is more complicated.

Tagging methods are divided into two different classes. hdés using thd-quark
on the signal side are denoted as Same-Side Taggers (Siegas tagging methods
using the tagging side are called Other-Side Taggers (QSTSs)

A prominent Same-Side Tagger is the Same-Side Kaon Tagyés. based on the
principle that quarks are produced in pairs. Sirl& &%) meson contains as{s)-quark,
an additional(s)-quark is expected near 8 (BY) meson. The flavor of thB2 meson
is tagged by reconstructing a kaon, which contains-am s-quark, in the detector region
close to theB2 meson direction of flight.

The tagging method used in this thesis is the Soft Muon Ta@&érwhich is an OST.
It requires on the tagging side a semileptonic decay obtfaark involving a muon. The
charge of the muon is correlated with the flavor of Bfeneson at the time of production.
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A negatively charged muon impliesB{ meson, and a positively charged muoB&
meson. Since the Soft Muon Trigger requires a muon abovetaicgr; threshold on
LVL1] this muon is used for tagging the flavor of tB& meson.

However, the tagging muon does not necessarily belong tB treron. It can origi-
nate from other sources, like additioru pairs in the event or from cascade decays like
b — ¢X — syt vy. Furthermore, if theB hadron is aB3-meson, it can oscillate before
it decays. These effects induce a wrong tag of the flavor okiipeal BS. The ratio of
wrongly tagged events,, to all tagged eventlk,qis called the wrong tag fraction

_ N Ny
Ntag  Nw+Nc
The number of all tagged evenlig,g is the sum of correctly tagged everiNis and the

number of events with a wrong tay,.
A second important quantity, the efficiency of a tagger, isngel as

w (3.1)

Ntag _ Ntag
Naii Ntag+ Nnotag ’

(3.2)

usingNg, the number of all events which are passed to the flavor tafergdenotes
the number of events, which have no tag assigned.

For the Soft Muon Tagger used in this analysis, a high effagida expected, since
a muon is already required by the trigger strategy. In pplegieach event contains a
reconstructed muon. Therefore, the tagging efficiency g lomited by the differences
in the muon reconstruction efficiencies between the triggeroffline algorithms.

3.5 Background Consideration

Two main background contributions have to be considerede firgt one is based on
exclusive decay channels, whose signatures are very similae signature of the signal
decay. The second class is combinatorial background, inbmdnrandom combination of
tracks mimics a signal decay.

Exclusive Decay Channels

Three decay channels

o B} — D¢ay,

o By — D~af and

o B — D af
are considered as exclusive background channeIng“he Dga; decay is followed by
the samég anda; sub-decays as the signal decay. Therefore, these evemtsmreted

to fulfill the soft muon trigger as well as tlaPhiPi trigger. Due to the limited detector
mass resolution of tth, these events could be falsely identified as signal events.

In the case oBg — D*af, theD~ meson is forced to decay vzt — ¢, followed
by @ — KTK~, which is the same as for the signal channel. The contributiohis decay
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is expected to be smaller than that of 889—> D¢ a; decay, because the mass difference
between th®Z andD* mesons is utilized to suppress its contribution.

In the third decayB? — D%~aj, the D~ meson decays with branching ratios of
(94.2+0.7) % asD;~ — D5y and of(5.840.7) % into D; ~ — D5 ni® [1]. This channel
is also expected to fulfill the trigger conditions of the softon trigger and thesPhiPi
object. The reconstructed invariant mass of8feneson is systematically shifted to lower
masses, since neither tii@or ther® meson is used in thed reconstruction. These events
are unintentionally selected, if the mass difference betwthe reconstructed invariant
mass and the{ true mass is of the order of the detector resolution.

Baryonic decay channels lik&) — A{ (pK~ ") are not considered, since
former studies [133] showed that their contribution to thialtbackground is negligible.
Furthermore, CDF data [66] showed that these decay chahagd$y contribute to the
background.

Combinatorial Background

The combinatorial background is based on random combmatbreconstructed tracks.
Therefore, the reconstruction efficiency is much lower ttieat of the signal decay chan-
nels. However, this type of background can contribute §icantly, since the expected
production cross sections are quite large (cf. Table 4.i)paoed to the signal sample.
Therefore, large samples of combinatorial backgroundegaired.
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Event Preparation

This chapter introduces the Monte Carlo (MC) data samplbi;tware used in the context
of this thesis. After a short introduction to the differeradtasets, the steps, which are
performed to produce a fully simulated data sample, arstriftied.

4.1 Data Samples

Decay Channel | Type Origin Number of Production
(Name of Dataset) Fully Simulated Cross Section
Events [pbarn]
BY — Dga; s | Local + Grid| 50000 + 48 450 5.76+ 3.21
B} — Dda; e Local 50000 < 8.86
By — D aj e Local 50 000 3.65+ 2.05
B — D afl e Local 100000 12.09+ 2.74
bb — u6X [ Grid 242150 (6.14+ 0.02)-10°
bb — p4X i Grid 98450 (19.08+ 0.30)-10°
cC — U4X i Grid 44 250 (26.28+ 0.09)-10°

Table 4.1: Overview of the different MC data samples used in this theBimese are divided into
the signal sample (s), three exclusive (e) and three inelygi background samples.

In order to analyze the prospects of the ATLAS experiment &asare thed os-
cillation frequencyAms, a set of data samples is needed. This includes both sigdal an
background samples.

An overview of all data samples used within this thesis i®giin Table 4.1. This
comprises the signal sample B) — D a; as well as three exclusive background decay
samples (e) and three inclusive background samples (i).datesets are named by the
decay channels (decay processes) they include. The sigdatxlusive background
decay channels together form tﬁg}decay channels.

The third column of the table explains where the data samydes produced. Whereas
the ‘local’ ones are produced on a local computing clusher,Grid’ data samples origi-
nate from the central Grid production for the ATLAS CompgtBystem Commissioning
(CSC) effort. The signal sampRf — Dsa; is the only sample which consists of two
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parts. One part of it is generated using the Grid, the otherysang a local computing
cluster.

In order to estimate the contribution of background evemtke set of selected events,
a large number of combinatorial background events is redusee Section 3.5). For this
purpose, the inclusive sampde — u6X is used containing 242 500 events. This sample
requires a minimunpr of 6 GeV for at least one muomu per event applied at the event
generation process.

This pr(u) cut of 6 GeV on at least one muon is the main cut used for samytles
this thesis. Therefore, all samples without an explicitlgntioned muorpr cut, like
the signal and the exclusive background samples, have dicinept of pr(u) > 6GeV
applied.

In order to increase the number of available inclusive bemkgd events, two addi-
tional samples are addeioh — p4X andcc — u4X. Both use a cut opr(u) > 4GeV.
These additional samples have been generated during thAB8TLSC effort in order to
compare trigger efficiencies for the different mupncuts (see e.g. [127]).

The last column in Table 4.1 presents the expected ovemdlyation cross section
for each sample. Their determination is detailed in Secti@il. The description of the
production procedure of the datasets is detailed in Sestidhto 4.6.

4.2 Monte Carlo Production Steps

Each Monte Carlo (MC) data sample is produced using the AT lcaBputing frame-
work Athena [134]. Within this modular framework, it is pdde to perform all necessary
steps needed to produce fully simulated datasets, indyzhgsics processes and the de-
tector response to them.

The four main steps are

o event generation,

o detector simulation,
o hit digitization and
o reconstruction.

They will be detailed in the following sections. An overvieW the production steps
(boxes) and the resulting output data type (oval shape#ijsirated in Figure 4.1. The
production process can be shortened by using the Atlfad{ gigulation package. Since
only fully simulated data samples are used within this thehie Atlfast package will not
be detailed.

The third production step, the hit digitization, producesadwhich ideally looks like
data obtained from the detector. Therefore, the simulat¢al as well as real data will be
passed to the forth step, which is the reconstruction. Timeddithe fifth step presented
in Figure[ 4.1, ‘Create AOD’, is to prepare the data for ther aelysis. Since this step
comprises mainly a reduction of the amount of stored dagalascription is included in
the section explaining the reconstruction process.

Since every step demands a large amount of computing posyecelly the detector
simulation, the step-wise approach has the advantage pfiimg the validation in each
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Generation

Digitization

| Atlfast

Create AOD

Real Data

Figure 4.1: Schematic view of the MC production steps. Each productiep i drawn as boxes,
while (simulated) data is illustrated by oval shapes [135].

step. This saves e.g. computing power and ensures a fashseEspme during validation
tasks.

4.3 Event Generation

The aim of the MC event generation process is to generatevdtan shall resemble
physics processes. These generated data contain evastipfaaem including the re-
guested decay channel. That means, an event record is tgghesdich lists particles,
that are created during the hard scattering process of titerpcollisions. For this pur-
pose a MC event generating program is used. This MC eventag®enencludes the
knowledge about basic particle interaction processesaell at previous experiments.
As a first step, which is taken during the MC event generative hard parton scat-
tering process of partons in the two colliding protons/a= 14 TeV is simulated. Af-
terwards, additional interactions, Initial State Radiat(ISR) and Final State Radia-
tion (FSR), are added to the event record. They both createrpahowers. In a next
step, multiple parton-parton interactions of the remajrpartons in the protons are simu-
lated. These Mutiple Interactions (MIs) induce themsefuether Initial State Radiation
and Final State Radiation. After these steps, the genepatgdns are assembled into
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hadrons. A large fraction of the generated hadrons are hiestdhe unstable hadrons
are forced to subsequently decay into ‘observable stalleglkter hadrons. Observable
stable means, that these particles have a lifetime which lsaat long enough for the

particle to reach the first detector stations. This appbes.¢. muons, kaons and pions.
These particles are allowed to decay (see e.g. [136]) inetectbr simulation process.

The whole event, containing a list of all generated paricie stored and can be
accessed at all later production stages. The data storedi@sxckinematic quantities like
the momenta and the energies of particles. Other variabdggravided as well, like e.qg.
the type of each particle, its ancestors and the positiohebtigin and decay vertices.
This information is usually called MC truth information aisdhot available in real data.
Comparing this information to the reconstructed data ateie of the analysis chain
offers the possibility to study e.g. resolutions or efficrs of the detector.

Within this analysis, the event generation step is perforosng the RTHIA program
[136], which is accessed through the PythiaB [137] intexfacluded in Athena. PythiaB
is dedicated to the demandsi®physics and adds important functionalities to tiya RIA
program, which are in particular

o easy access to all settings of FHIA (via the interface Pythia[134]),

o speeding up the generation proces84gghysics events,

o simple selection of required decay channels and

o application of selection cuts during different steps ofdgkeeration process.

A bb quark pair is only produced in about 1 % of the hard scattepiugesses (cf.
Figurel 1.8). The use of the PythiaB interface permits inf&ing of the generation pro-
cess directly after the hard scattering process to effigisetirch for the presence obha
quark pair. To match the generation process with the deteditnits, selection cuts on
the pt andn of thebb quark pair can also be applied. After the event is fully getest,
further cuts are applied to events at an early stage to exa@udnts outside the desired
acceptance region [137].

The generated particles are propagated through the detedtte next step, the de-
tector simulation.

Generation of Signal Samples

The locally produced part of the signal sample (cf. Tabl¢ ié.Gjenerated on the SIMPLE
computing cluster at Siegen using Athena release 12.0.dhwhcludes RTHIA version
6.403. A more detailed description of the settings appkegiven in Appendix A.

In pp-collisions aty/s = 14 TeV bb-quark pairs are generated. At least dnand
oneb quark must have a transverse momentunppfb,b) > 6 GeV and|n(b,b)| <
2.5. A special RTHIA 6.4 Underlying Event (UE) tuning is used, which selects e.g.
the parton density function CTEQG6L1 (Leading Order (LO)gmaeterization with LO
as). Cuts on the resulting states are applied ¥TRIA usingckin parameters, e.g. the
rapidity cuts, affecting the range of allowed rapiditiesi® — 2 process, are accessible
via ckin(9-12). For the signal sample, these parameters are seBt6. Furthermore,
the range of allowed transverse momentpmvalues in the hard 2> 2 processes is
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limited by the hard scattering cydr, ckin(3), which is set to 10 GeV for the signal
sample.

The b-quark is forced to hadronize intoBf meson, which decays via the required
BY-decay chain. Each charged final state particle from theasBfidecay chain has to
fulfill pr > 0.5 GeV andn| < 2.5. To simulate the LVL1 muon trigger cut, every event
has to contain at least one muon wigh > 6 GeV within|n| < 2.5.

In order to increase the number of signal events, an additgignal dataset (contain-
ing 101 709 generated events) is added to the locally pratlane (containing 50 000
events). This sample has been generated using the Grid gtifmdsystem within the
ATLAS Computing System Commissioning (CSC) effort. Thegmation has been per-
formed using the samerPHIA version as well as the same settings applied. Both samples
have been carefully compared and no significant differenege found.

The kinematic cuts applied to thob-quarks as well as to the final state particles from
the Bd-decay chain have been verified. Histograms showing kinerdistributions of all
final state particles from the signal decay chain obtainechfthe MC truth information
are shown in Appendix B.

Effects of Bg-meson mixing are not included in any of the samples. Bngecay
datasets do not include the charge conjugated state eiflmés. is not necessary, since
no differences are expected for the charge conjugated skatghermore, the PythiaB
interface selects the appropriﬁ%decay chain at an early stage only Bgrmeson decays

including at_)-quark.

Generation of Background Samples

The exclusive background sampl&j, — D¢ a;, Bl — D~aj andB? — D;~a; have
been generated locally in the same way as the signal sanxgleptefor the selection of
the required decay chain. B B

The generation of the inclusive channbls— u6X, bb — u4X andcc — u4X have
been executed using the Grid production system. The hattbeng cutckin(3) is set
to 6 GeV. The resulting difference to samples wittkan (3) setting of 10 GeV used for
the Bg-decay datasets is discussed in Section 4.3.1.

Lifetime and Decay Width of Particles

The lifetimet and the decay width of a particle are anti-correlated. Any particle with
a lifetime such, that production and decay vertex can beratggh has a negligible decay
width. On the other hand, any particle with a non-negligddeay width decays too close
to its production vertex for the lifetime to be relevant. Téfere, for practical reasons in
the generation process, particles in therRIA program are separated into two classes
w.r.t. their decay length [136].

The mass of particles with a non-vanishing decay widghare generated using a
Breit-Wigner probability distribution. The generated masstributionmgen, is truncated
symmetrically,

|Mgen—Mo| < 3, (4.1)
around the mean masg using a width cut valué chosen arbitrarily for each patrticle.
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Particle | Massny | Width g | Width Cut Value &
[MeV] [MeV] [MeV]
P 768.50| 151.00 400.00
Q 1019.40 4.43 15.00
af 1230.00| 400.00 300.00

(a)
Particle | Massmg | Lifetime 19

[MeV] [mm/c]
™ 139.57| 7.8045.10°
K* 493.60| 3.709 -10°

D* | 1869.30| 3.17 -10°1
Df | 196850 1.4 1071
B} | 5279.20| 4.68 1071
BY 5369.30| 4.83 1071

(b)

Table 4.2: Masses, decay widths and lifetimes of particles from thegebains as they are used
by the PrTHIA program [136].

The values, which are used by th& 1A program, are listed for thp, ¢ anda;
mesons in Table 4.2(a). In particular for tag and thep meson, the widths are quite
large as shown in Figure 4.2. This has to be taken into acdautiite reconstruction
process. Tight cuts around the megarmnda; meson masses are not applicable due to
the particles’ decay widths. Therefore other options amded in order to efficiently
suppress the contribution of combinatorial background.

The decays of particles with negligible decay widths (cbl&4.2(b)) are generated
using the proper lifetimey and fixing the generated mass to the mags

4.3.1 Calculation of Production Cross Sections

The production cross sectianyoq of a decay channel is proportional to the probability,
that a certain physics process occurs in the detector darprgton bunch crossing. The
number of eventlexp expected for a certain integrated luminosiy; is calculated from
the cross section via

N = Oprod* Lint - (4.2)

The production cross section for each channel is compudetigj with values calculated
by the FrTHIA program. These values already consider the kinematic ppiged.

For convenience, each data sample is generated using laydtigs, each with a cer-
tain number of events. Therefore, the values calculatedviay A are histogrammed for
each job per data sample. The resulting distributions deslfitith a Gaussian function.
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Figure 4.2: Mass distributions generated by ®H1A for the p (a) anda; (b) mesons, obtained
from theB? — D5 a; sample.

The mean value of the fit is used as theTRIA production cross section of the decay
process. As an example see Figure 4.3(a) on page 60 f@StheDgaf data sample.

A specificBg-decay is forced by deactivating all other reIengHdecay andDs-decay
processes. TheYRHIA production cross section therefore has to be corrected dy th
measured branching ratio (BR) taken from the PDG (Partiei@Broup) tables [1]. As
the branching rati®? — Ds a; is not measured yet, the one from B%—> D~a;] decay
is taken instead as an estimate, because Bdth Dg a; andB] — D~a; decays differ
only by a spectator quark, which is not involved in the deceycpess. Using the same
argument, the branching ratio Bﬁ — D*~a] is taken as an estimate in the case of the
B2 — D:~af decay channel,

The branching ratio oBg — D¢ a; is also not measured yet, only an upper limit
of 2.1-1073 (90 % CL) [1] exists. This upper limit is used as a consereatigtimate.
However, the measured branching rati®gf— D¢ 77 is (1.50 + 0.35)-10-° [1], which
is two orders of magnitude smaller. Since the branchingsaif otheng-decay channels
are in the same order compareng}decay channels involving a pion instead ofan
meson in the decay, .8} — D~a; compared tB3 — D~ ", the branching ratio of
Bg — D¢a; is likely to be much smaller than the existing upper limit.

Only those events are accepted by PythiaB, which includdebayp — KK~ (BR!
~ 48.9 %). Therefore, the corresponding branching ratio is diyg¢aken into account.
The decays; — prr™ (BR: 50 %) ando — ' (BR: ~ 99.9 %) are also not fixed
and their branching ratios are therefore already includetie production cross section
given by PrTHIA. The two decay modes &+ into DZy (BR: 94 %) andDJ ° (BR:

6 %) are both accepted for further analysis.

To account for the charge conjugated state, an additiomahsstry factor of two is
used. An additional uncertainty of a factor two [138] exgelctrom low energy extrapo-
lations in the RTHIA cross sections is not considered. The calculations of théyation
cross sections are summarized in Table 4.3 for the signalydgtannel and in Table 4.4
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Channel BY — Dga;
PYTHIA cross section [nbarn] 7.1294+ 0.020
Branching rati/B§ — D~ a; (60 £33 ).10°3
Branching ratidDg — @ (450 +£0.40 )-10°2
Symmetry factor 2
Correction factor (1.50 £0.02 )
Production cross section [pbarp] 5.76 +3.21

Table 4.3: Cross section determination for the signal deBy— Dga;. Itis calculated using
the cross section given byyPHIA, the branching ratios of forced decays, a symmetry
factor of 2 and a correction factor.

for the exclusive background decay channels, respectiVaky additional correction fac-
tor of about 1.5 listed in the Tables is explained in the nektisn.

Correction Factor

The PrTHIA settings applied to the inclusive background data satnipler u6X define
a reference w.r.t. the production cross section. In ordéndeease the efficiency of the
PYTHIA generation process, a few settings are modified foBﬁqdecay chains w.r.t. the
default settings.

The settings of thekin(9-12) parameters (see Appendix A) are tightened from
+4.5 to £3.5. The allowed pseudorapidity range for at least bne@nd oneb-quark
with pr(b,b) > 6 GeV is also tightened, fronm| < 4.5to |n| < 2.5. Furthermore, the
hard scattering cybr, ckin(3), is set to 10 GeV for th8-decay data samples while the
reference value iskin(3) = 6 GeV. In order to distinguish between both parameter sets,
the default settings for theb — u6X data sample are referred to as ‘loose generation
cuts’, whereas those applied to thLdecay datasets are referred to as ‘tight generation
cuts’.

Care is taken to verify that the modifications only make theegation process more
efficient, but do not adversely affect the event kinematis.difference is found within
statistical errors except for the obtained productionsszstion, which is lower by about
30 % than the one obtained for loose generation cuts.

To account for the loss in the production cross section, i@ection factor is calculated
for each of theBg-decay data samples. For eaBg}decay data sample, an additional
sample with 10000 events has been generated using the leoseatjon cuts. Each
sample is divided into 25 jobs, each with 400 events, Theltieguper-job production
cross sections obtained by PHIA are histogrammed and fitted with a Gaussian function.

For the signal sample, the results for the loose generatitsas well as for the tight
generation cuts are presented in Figure 4.3, whereas Fgdishows the results for the
exclusive background samples. The distributions for tlodusive background channels
are presented in Figure 4.5.
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Channel B — DJa;
PYTHIA Cross section [nbarn] 32.81+ 0.27

Branching ratilB§ — D¢ a;
Branching ratidDd — ¢t

< 21

1073 (90% CL)
( 4.50+0.40)-10°2

Symmetry factor 2
Correction factor ( 1.43+0.02)
Production cross section [pbarpk  8.86

(a)
Channel Bl —D-a;
PYTHIA Cross section [nbarn] 32.64+ 0.17

Branching raticB§ — D~a;
Branching ratidD~ — @

(6.0 £33 ).10°3
( 6.50+ 0.70)-10°3

Symmetry factor 2
Correction factor ( 1.44+0.04)
Production cross section [pbarn] 3.65+ 2.05

(b)

Channel

0 * — ot
Bs — Ds &)

PyTHIA Cross section [nbarn]
Branching raticB} — D*~a;
Branching ratidDg — @

6.994+ 0.024
( 1.30 +£0.27 )-10°2
( 450 +0.40 )-10°2

Symmetry factor 2
Correction factor ( 1.47+0.04)
Production cross section [pbarn] 12.09 +2.74

(©

Table 4.4: Cross section determination for the exclusive backgromtabeg — Dda; (a),
B} — D-a; (b) andB2 — D3~ a; (c). The cross sections are calculated using the
cross section given byYAHIA, the branching ratios of forced decays, a symmetry
factor of 2 and a correction factor.

4.3.2 Search forB}-decays

In order to validate the generation process, it has beefiadrihat every event in the
BY — Ds a; dataset contains at least one signal decay to the requidfate particles.
The fixedBY andDs meson decays in the early generation process increaseottwtility
that an event contains more than one signal decay chain. dvaumts from the locally
generated part of the dataset contain two signal decaysomét from the part generated
on the Grid do. No event with three or more signal decay sigeatis found.

It is more important to know whether there are signal evantie background sam-
ples. One has to verify that a signal event in a backgroural sknple, which passes the
selection cuts applied to fully reconstructed events, isfalsely considered as a back-
ground event passing the cuts. Therefore, all samples lemredearched for aﬂg-decay
chains as well as for the charged conjugated states. Nol &geat or events containing
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Figure 4.3: Distributions of the RTHIA cross section values for 8¢ — Dg a; generation files
fitted with Gaussian functions.

the charged conjugated signal decay chain has been foumg iof éhe background sam-
ples. Furthermore, none of the exclusive background deaayscluded in any of the
Bg-decay data samples, where there are not expected. No cdnHl]'gl@atecBg-decay has

been found in the signal data sample or the exclusive baakgrsamples.

Events with exclusiveg-decay signatures are found in the three inclusive backgtou
data samples. Three events containifg)a» D —a; decay chain are found in thi —
u6X data sample, two of the same kind in thie — pu4X data sample and one in the
cC — u4X data sample. Theb — u6X data sample also contains three events with a
BY — Di*a; decay chain as well as one event witB&— DI~ decay chain.

In addition, events containing tvﬁg-decay signatures are also found in the exclusive
background data samples. Eight events of the data saB'ﬂr:MeDs+ a; contain twoBg —

D¢ a; decays, nine events of Y — D~a;j data sample have twB] — D~a; decay
chains included and in the caseRB¥— D} ~a; four events with twd{ — D} ~a; decay
chains are found.

4.4 Detector Simulation

In order to include detector effects, the propagation ofl fatate particles from the MIC
event generation process through the detector is simuldtbs step is called detector
simulation and is performed using thee@\T4 [139] simulation software package ac-
cessed via Athena.

To simulate particle interactions with matter inside théedtor, a realistic detector
description including active detector components and stgructures is required. Fur-
thermore, the deflection of particles due to the magnetid felsimulated by using a
realistic magnetic field map.

For all data samples thelrLAS-CSC-01-02-00 detector description (see e.g. [140])
is used. This description implements a realistic magnedid fnap and uses an ‘initial’
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channels.
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misaligned geometry. Additional distorting material isénted for the Inner Detector and
the Liquid Argon Calorimeter in the region ¢ < min order to study a decrease of the
detector performance.

The simulation of the locally produced data samples has #éeee using a production
cache (12.0.6.1) based on Athena release 12.0.6., whére@ghena production cache
12.0.3.1 has been used for the simulation of the Grid paheBf — Dg al data sample
as well as for thddb — u6X data sample. An important difference between both Athena
versions is a setting in theEANT4 simulation software package related to the production
level limit on the bremsstrahlung and ionization processale LAR calorimeter [141]
(see Appendix C). Whereas a production level limit of 1 mmsiedifor the Grid samples,
the validated value of 3dm is applied to the locally produced samples. This diffeeenc
results in an underestimate of the electron energy scale fey gercent for the Grid
samples. Since the electron energy scale is not used inftime@nalysis, no statistically
significant differences are expected. However, both sasmgle carefully compared in
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Figure 4.6: Position of the primary vertex per event for B¢ — D5 a; data sample.

Appendix C and no statistically significant differences éndeen found, both parts of
the BY — Dg aj sample are combined for further analysis. The simulatiothebb —
u6X andcc — u4X data samples are produced using Athena production cache 112.
which also uses the validated production level limit of (3@®. No differences affecting
the analysis are expected for the simulation process worAthena production cache
12.0.6.1.

The MC event generation simulates a hard scattering proaéssh defines the pri-
mary interaction vertex, at the center of the coordinatéesysFor a realistic simulation,
this position has to be varied according to the expectedagpséthe primary interaction
point caused by two colliding proton bunches. Thereforehole coordinate system,
as it is used by the event generation process, is shiftecomalydn each direction, ac-
cording to a Gaussian distribution. The widths of the disttions are 15um in the x-
andy-directions and 5.6 cm in thee-direction. The ‘smearing’ of the primary vertex po-

sition for theBY — Dg a; dataset has been verified and is shown in Figure 4.6. The three

distributions are each fitted with a Gaussian function. Thee§ults agree well with the
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simulated values.

Effects of pileup are not included in any of the samples. €hedfects are explained
and analyzed in detail in Section 7.6.8, using a sample géesfor pileup performance
studies.

4.5 Hit Digitization

Particles, which propagate through the detector, givaoisegnals in active detector com-
ponents. The aim of the hit digitization process is the ti@nsation of energy deposits
simulated during the detector simulation process intoadetdike signals. The output
data ideally resemble data obtained by the detector eléct¢real data).

The hit digitization process is performed for each data danging the Athena release
also used for the detector simulation.

4.6 Reconstruction

The digitized data from the previous step are passed to domséruction process, which
prepares the data for the user analysis. The algorithmsigectduring this process recon-
struct physical observables of the event. This comprisesdbonstruction of e.g. tracks
in the Inner Detector, muon tracks in the Muon Spectrometdite 1D, the primary ver-
tex position as well as energy deposits in the calorimetedsaissing transverse energy.
The output data is stored in the Analysis Object Data (AO Dinfat [134].

Since the input data format of Monte Carlo data on the recocisbn level ideally
looks like real data from the detector, the algorithms arecatable on both simulated
and real data. In the case of MC data, the reconstructiorepsoprovides a simulation
of the whole trigger chain. The trigger information for thifetent trigger signatures is
attached to the event information, which is accessible ¢éoutter’s analysis job. This is
different for real data, where only events passing specifigder items are stored. This
procedure allows for performing detailed trigger studsasce no event is rejected in the
process.

The reconstruction process is performed using Athena ptaxducache 12.0.6.2 for
all data samples except for thb — u4X andcc — u4X data samples. These are recon-
structed using Athena production cache 12.0.7.1. Thera@ukfferences between both
versions w.r.t. the reconstruction process.

SpecialB-physics settings are applEdThis forces e.g. the storage of the complete
'MC truth information in the ESD as well as in the AOD. In ordestmulate the trigger
system, the trigger configurati@$sC-06-900GeV [142] is used. This sets a special con-
figuration forB-physics purposes, which includes e.g. dedic&sgxhysics trigger items.

Example Event in the Detector

Figure 4.7 shows an example of a reconstructed event in teetdeoriented in the trans-
verse plane to the beam axis. It uses a fish-eye projectianhwehlarges the Inner Detec-

1See File BPhysicsConfig.py included in Athena release 12.
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.Y
Crh |
i) ||I||| |

Particles
from B_° decay

Figure 4.7: A signal event as seen in the ATLAS detector (in the trangvplane using a fish-eye
projection). The end-cap regions are removed. The fina paticles from the signal
decay are the six tracks around the marked position.

tor parts of the ATLAS detector, whereas the outer parts agdhe Muon Spectrometer
are displayed at a compressed scale. The interaction tida@sip the center of the image,
marked by a spot (red). Going outwards, the three layerseolPtkel Detector are visible
inside the inner ring (blue), which represents/the SCT. I'T6& $ surrounded by the
TRT (black area). Hits of particles propagating throughltireer Detector are drawn as
points (white), whereas reconstructed tracks from thenidrmation are drawn as lines
(blue). The six tracks around the arrow originate from thalfgtate particles from the
signalB? decay.

The electromagnetic calorimeter is drawn as a circle (9reeound the ID and is
surrounded by the hadronic calorimeter (red circle). Thergy deposited by th&?
decay particles in both calorimeters are displayed asngtea (yellow). The size of the
rectangles illustrates the amount of energy deposited.

The outermost part represents the Muon Spectrometer. €héfidation of the muon
from the signal event is facilitated by the Muon Spectromete
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Trigger Scenarios

In the first part of this chapterla MC truth study of differention trigger scenarios is
presented, for which efficiencies expected for differenompr thresholds are evaluated
as a rough estimate. Furthermore, the study includes asdigruof how the different
thresholds applied to the different scenarios affect thengrtag fraction as well as an
investigation of sources of the wrong tag fraction. The séelquart introduces the default
trigger condition, which is used in the later part of thisdise where trigger efficiencies
for the signal and background decay channels are extratted.studies are based on a
trigger simulation.

5.1 Introduction

As the trigger bandwidth foB-physics in ATLAS is limited, a flexible trigger strategy
has to be developed. The trigger strategy has already b&edueed in Section 3.3 and
is based on a single-muon trigger at the LVL1 stage abdPaiPi trigger object at the
LVL2 stage. The trigger rates for the different trigger iteare evaluated in the context of
thel ATLAS Computing System Commissioning (CSC) effort gsintrigger simulation
[125].

In order to estimate the effect of different muon triggerrsoes, the next section
presents results of a study based on MC truth informationis provides a rough esti-
mate of the feasibility of different muon trigger strategand of the expected change in
performance when muon trigger thresholds are varied. Eortbre, using the MC truth
information allows studying the dependence of the wrondtiaction on different muon
transverse momentum thresholds.

Two different scenarios are considered (see also [143]i;iwdre

o a single-muon scenario with a varialpe cut on the muon with the highest trans-
verse momentum (hardest muon) in the events and

o a di-muon scenario with variabl@- cuts on the hardest and second hardest muon.

In addition to the single-muon scenario, which is the stashtiégger strategy used in
this thesis, a di-muon trigger is foreseen in the ATLBShysics program. At higher
luminosities, the cut on the hardest muon in the single-ntugger has to be raised to
keep the trigger rate at a reasonable level. Thereforejriegua second muon reduces
the trigger rate and allows the use of I@# thresholds even at higher luminosities. The
feasibility of such a strategy is studied in this sectiomgsMC truth information as a

67
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Figure 5.1: Pseudorapidity)o distribution of all muons (a) obtained from the MC truth infma-
tion of the PrTHIA B2 — D5 a/ data sample. The two vertical dashed lines show the
cut [no(H)| < 2.5 applied to the number of muons per event (b). The arrowsateli
the region of acceptance.

rough estimate. In addition, the prospects for a muon+eeacenario and a muon-lepton
scenario are discussed in Appendix D.

5.2 Muon Scenarios (MC Truth Estimate)

For eachpr (i) threshold of the different scenarios, the wrong tag fractie well as the
fraction of events passing the cut is calculated. The latdre cut efficiency as defined
in the next paragraph.

Definition of Cut Efficiency

The cut efficiencyecy is defined similarly to the tagging efficien@gg given in Equa-
tion (3.2) as
ECLIt = — (51)

using the number of events passing a givenNgt and of all events generat®y;.

Error Calculation of Efficiencies and Wrong Tag Fractions

The method to calculate the errors of efficiencies as wellfagrong tag fractions (cf.
Equation|(3.1)) needs to be introduced. The favored methed theGraphAsymErrors
class of the software package ROOT [144]. The following asston applies to both the
efficiency and wrong tag fraction calculations.

Both Poissonian and Binomial error calculations are diafedt. A Poissonian error
is not symmetrical for an efficienayand its complement 4 €. It becomes smaller with
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Figure 5.2: Transverse momentum spectrum of muons (a) with positivied(koe) and negative
(dashed line) charge in t8f — Dy af data sample and fraction of events (b) con-
taining a muon withpro(i) > P using MG truth information. Only muons within
|no| < 2.5 are considered.

smaller efficiencies. Binomial errors solve this problerd are symmetric for efficiencies
and its complement, but the errors are underestimated fge land small efficiencies
[145]. Therefore, the proposed method is an analytical ottimplemented in a ROOT
class [144]. This method solves the problem of using binberiars. The central values
computed are unbiased, which means that they are defined kg el). Furthermore, the
errors become asymmetric for large and small efficienciesaae equal only in the case
of 50 % efficiency (see e.g. [127]).

Muon Spectra

The B — Dgaf data sample of the MC event generation process containsQe61 7
generated events. Each generated event is required ta@aealuleast one muon with
pro(M) > 6 GeV andno(u)| < 2.5. The zero in the index indicates that the value refers
to the/ MC truth information. Additional muons in the evenwvlao further condition
to fulfill. For the study of the different strategies, only ams within|no(u)| < 2.5 are
considered, similar to the trigger system’s geometricaéptance.

The no distribution of all muons in the sample of generated evessresented in
Figure 5.1(a). The blue vertical lines denote tfaecut position and the blue arrows indi-
cate the region of acceptance. In comparison to the coremegnly a few muons have
[no(u)| > 2.5. This is due to the number of muoNg(u) > 1 for the events concerned,
whose average Np(u) = 1.212+ 0.001, see Figure 5.1(b). Most of these muons origi-
nate from weak decays bf andc-quarks. Additional sources like e.g. muons from kaon
and pion decays in flight are not included in theTRIA event generation process.

The pro(u) spectrum of muons is presented separately for muons ofiymgit™)
and negative{~) charge in Figure 5.2(a). The condition pfo(u) > 6 GeV applied
in the generation process is easily identified. Most of themsilare negatively charged,
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Cut Efficiency Wrong Tag Fraction
pro(H) [GeV] Ecut [%0] w [%]
> 6 100.00 11.32+ 0.08
> 7 69.93+ 0.12 10.60+ 0.09
> 8 50.20+ 0.13 10.02+ 0.11
> 10 27.53+0.11 9.16+ 0.14
> 12 16.34239 8.64+ 0.18
> 16 6.77+ 0.06 8.07+ 0.27
> 20 3.22+ 0.05 7.56+ 0.38

Table 5.1: Results for the single-muon scenario with differgrt(u) cuts on the hardest muon
for theB2 — Dg af data sample using MC truth information.

Cut Efficiency | Wrong Tag Fraction
pro [GeV] Ecut [%0] w [%]
H1 H2
> 6 > 0] 12.61+ 0.09 15.6+ 0.2
> 6 > 3| 2.25+0.04 27.54+0.7
> 6 > 4| 1.40+0.03 30.4+ 0.9
0.03 12
>6 >5| 088 317714
>6 > 6| 057+£0.02 33.57 12
0.03 11
>8 > 4| 096293 26.9" 11
>8 > 6| 0482 31.1718
>10 > 4| 0.67+0.02 243+ 1.2
>10 > 6| 0.3472% 28.4718

Table 5.2: Efficiencies and wrong tag fractions for different di-muamditions with differentprg
cuts on the hardest and the second hardest muon|using MGrtfoitmation.

since noB meson mixing is included in the generation process, in withehb-quark
forms the signal decay. In most of the events, bhguark on the tagging side decays
semileptonically, leading to a negatively charged muon.

The efficiency for goro(u) cut w.r.t.pro(p) > 6 GeV is presented in Figure 5.2(b).
This figure shows the normalizeso(u) spectrum for all muons in the generaegd—
Dsa; sample, which is integrated starting from infinite layge values.

Efficiencies and Wrong Tag Fractions

The estimated efficiencies,; for the single-muon scenario is summarized in Table 5.1
for different cuts applied opro(l). Since each generated event fulfitgo(u) > 6 GeV,
this value is taken as the reference valuedgg = 100 % to which all other efficiency
values refer.

An increase of the cut frormpro(u) > 6 GeV topro(u) > 8 GeV results in the loss of
50 % of the accepted events. Each further increase gftte) cut by 2 GeV corresponds
to a further reduction of the number of events by roughly 409 Therefore, it is
essential to use pro(H) cut as low as achievable.
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The wrong tag fractions stated in Table 5.1 do not take thengitag fraction contri-
bution caused by oscillations of neut@ mesons into account, because this study aims
at analyzing the different wrong tag fraction contribuspwhich lead to a wrong charge
tag for the hardest muon. In addition, the variation of theaposition of the wrong tag
fraction by changing therto(u) cutis investigated. The different sources of the wrong tag
fraction and its dependence on thgy(u) cut are analyzed in detail in the next section.

Since the contribution to the wrong tag fraction Wmeson oscillations is not taken
into account, the wrong tag fractions given in this studysaraller than expected in the
experiment. A realistic wrong tag fraction is estimatedliag, 125] to~ 22 %. Further-
more, the wrong tag fraction including oscillations of naUBg mesons for reconstructed
events is calculated in Section 6.4.

The results for the di-muon scenario are presented in TaBleF®r this scenario an
additional correction factor of 0.82 is applied to the cdiceéfncy £ in order to account
for the detection efficiency of the second muon (cf. Tablg.5.5

More than one muon is found in (15.380.09) % of the events. The additional muons
mainly have low transverse momenta, which rapidly leads lwssa in efficiency, when
the pro(u2) cut on the second hardest muon is increased. Hence, abdu®©96f the
generated events are not accepted, if di-muon cutggfu;) > 6 GeV andpro(L) >
6 GeV are used. The wrong tag fractions for the di-muon seermae larger than the
ones for the single muon scenario and are rising with inanggsro(L2) cuts. A wrong
tag fraction of(33.5°73) % is obtained using cuts qfro(t1) > 6 GeV andpro(tz) >
6 GeV. In order to improve the wrong tag fraction, additiargjuirements on the tagging
muon need to be applied. In this study, simply the hardestmiuthe event is used as
the tagging muon.

Composition of Wrong Tag Fractions

By analyzing the composition of the wrong tag fraction inailethree major sources are
identified.

o Muons leading to a wrong tag may come frorb-guark. These muons can only
originate from additionabb-quark pairs, since ong-quark in the event forms the
hadronic signal decay (by definition of the MC sample). Trsaulting wrong tag
fraction induced by the decay of theequark from the additionabb-quark pair is
labeledcy,.

o A muon originating from a-quark may also be positively charged, which causes a
wrong tag. Such a muon can originate either froos-guark pair in the eventgg)
or from a cascade decdy— ¢ — U™ X (tWeas-

o The third source of a positively charged muon in an event wseuses a wrong
tagis al/¢y — p~u™ decay @y, )- In particular the di-muon scenario enriches the
number of events containing a muon of/@ meson decay. Therefore, this type
of wrong tag fraction source is expected to contribute gfeonn the case of the
di-muon scenarios. However, these decays could be rejbgtagplying a cut on
the invariant mass of the muon pair, rejecting pairs cloghed/y meson mass.
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Cut Wy Wt Wkasc Wy /g Wother
pro [GeV] [%] [%] [%] [%] [%]

p > 6 0.022+ 0.004| 1.45+0.03| 9.2+ 0.1 | 0.58+0.02| 0.07+ 0.01
pu o> 7 0.030" %% | 1.44+0.04| 85+ 0.1 | 0.59+0.02| 0.07+0.01
p > 8 0.038+ 0.007 | 1.41+0.04| 7.9+ 0.1 | 0.61+0.03 | 0.06+ 0.01
p >10 0.04+0.01 | 1.46+0.06| 7.0+0.1 | 0.62+0.04| 0.06+ 0.01
p o> 12 0.04+£0.01 | 1.42"3% | 65+0.2 | 0.67+£0.05| 0.07+ 0.02
p > 16 0.0773% | 1.47+0.12| 58+02 | 0.70°2%% | 0.06"9%3
p >20 0.10"3%3 1.46t%18 | 52403 | 07898 | 0.06°%2%
P> 6 p>0| 015953 27+01 | 9.0+02| 36+01 | 019732
p1> 6 >3 0.8792 38403 |16.1+0.6| 6.5+04 | 03+0.1
1> 6 wp>4| 13+02 3.7+04 | 182728 | 7.0+05 | 02+0.1
> 6 pp>5 2.07%4 36733 | 183739 76797 0.2+0.1
> 6 [ >6 31198 40406 | 187+12| 7.4+0.8 0.3722
P> 8 p>4| 16+03 33+04 | 147723 | 71+06 | 02+0.1
p1> 8 [hr>6 32718 34+06 |16.2+0.1| 79409 | 0.3+0-2
pp>10 >4 | 12+0.3 33+05 | 126759 | 6.9+0.7 | 0.24+0.148
p>10 [ >6 22198 3.3'%¢ 14.4° 73 8.0t 0.457532

Table 5.3: Contributions to the wrong tag fraction for the single-mwor di-muon scenarios for
different cuts on MC truth level. The wrong tag fraction cedidy decays of hadrons
containing ab-quark is given by, whereasus denotes the wrong tag fraction orig-
inating from ac-quark decay of ac-quark pair created in the hard collision. The
fraction crascis due to a wrongly tagged muon from a cascade decaylsfjaark.
The wrong tag fraction due tod decay to two muons is denoted by, and other
sources are summarized ner.

Adding these sources, the total wrong tag fractiors written asw = wy + W+ Weasct
Wyy + Wother With ahiner denoting other sources. Most of the muons contributing to
Wother Originate from ar lepton decay, but alsg, @ and pg meson decays contribute.
Contributions to the wrong tag fraction caused by detedfects are by definition not
taken into account an MC truth level.

The results for the different scenarios are given in TabB 3-or the single muon
scenario, the wrong tag fraction is dominatedayse Since the hardest muon is selected
as the tagging muon, the probability that a cascade muonred as the tagging muon
decreases with increasingro(u) cut. Thus, the decreasing fractiogasc leads to an
overall decrease of the wrong tag fraction.

In comparison to the single muon conditions, the di-muorddmns result in a worse
wrong tag fraction. This effect is observed for each of thigetent sources, but the domi-
nant effect is due to the wrong tag fraction for muons frontade decaysuf.asg. How-
ever, this source decreases with an increasing gap betwéenuispro(p1) andpro(L2)
as expected. The number of events with more thanbbrguark pair is presented in Ta-
ble'5.4 and is larger for the di-muon scenario, which causesbserved increase for the
di-muon scenario. The fraction of events with an additidoiatjuark pair also increases
with increasing cut on the second hardest mpegiLi2), which leads to an increase @f.
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Cut Additional Additional Events with
pr [GeV] bb-pairs [%] | cc-pairs [%] | J/Y — putu~ [%]

u> 6 3.74+£0.05 | 31.6£0.1 1.16+ 0.02
u> 8 3.77+£0.07 | 32.0£0.2 1.26+ 0.04
u>10 39+0.1 32.6£0.2 1.29+ 0.04
> 16 42+0.2 34.2+ 0.5 1.5+£0.1
u>20 43+0.3 35.7£ 0.7 1.8+0.2
H1>6 >4 | 129+0.7 409+ 1.5 145+ 0.7
p1>6 pp>6| 158+1.1 | 41.0+1.0 154+ 1.1
ph>8 p>4| 129408 | 41.0+1.2 14.7°53
thh>8 p>6| 16.077 39.6+ 1.6 16.1713

Table 5.4: Fraction of events with more than one initid-pair (column two), with at least one ini-
tial cc-pair (column three) and fraction of events with at least dige meson decaying
to two muons (column four). The results are obtained using thi€ information.

The average number aE-quark pairs per event tends to rise with increaging(ut) cut

for the single-muon scenario, because the average tofidlalestransverse momentum in
the hard scattering process increases with incregsig) cut, leading to an increase of
the probability to form ac-quark pair. For the same reason, the number is significantly
larger in the di-muon scenario. Using a di-muon trigger acenncreases the fraction of
events containing 4y meson, which decays to two muons. This leads to the observed
rise of wyy .

Since only the hardest muon is used within this study to aladiavor tag, the wrong
tag fractions of the single-muon scenario are better thamtlong tag fractions of the di-
muon scenario. Therefore, the single-muon scenario igéavdn order to use a di-muon
scenario, detailed studies aiming to improve the wrongttactibn are needed.

5.3 Default Trigger Scenario

For the purpose of this thesis, the trigger scenario givem\ylMUO6+LVL2DsPhiPi
(RoI) is the default scenario used in all later parts of this thesless otherwise stated.
These trigger conditions require a muon at the LVL1 stagke ajitr threshold ofpro(u) >
6 GeV and @sPhiPi trigger object at the LVL2 stage (see Section 3.3.2). D¢RhiPi
trigger object is constructed from aroRseeded by a jet trigger with a threshold set to
4 GeV (JT04).

Since the trigger selection depends on the instantaneouisdsity, real data will
likely be taken with different trigger settings. For a lurogity of aboutC ~10°2 cm~2s~1
a trigger strategy employing the FullScan (FS) mechanisiro@iused. As the luminos-
ity increases taC ~10° cm~2s~1, the rate becomes too large to use' thé FS mechanism.
Therefore an RI| guided approach is planned [125]. The trigger settihgs1MU06+
LVL2DsPhiPi(RoI) are expected to be used for a significant part of the recordents
Therefore, this trigger setting is chosen as the defaulihgatised in this analysis. Possi-
bly applied prescale factors are not taken into account.

Table 5.5 shows the efficiencies for four different trigggmstures. The first two
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Data Effic. [%] | Effic. [%] Effic. [%] Effic. [%]
Sample LVL1MUO6 LVL1JT04 LVL1MUO6 & LVL1MUO6 &
DsPhiPi (FS) | DsPhiPi (RoI)
BY ~ Dga] |81.99+0.12|98.36+0.04| 31.55+0.15 | 27.54+0.14
B] -~ DJa, |81.96+0.17|98.41+0.06| 31.55+0.21 | 27.49+0.20
B ~D-a |81.88+0.17|98.30+0.06| 15.31+0.16 | 14.01731°
B - D af | 81.984+0.12| 98.33+ 0.04| 30.97° 513 27.09+ 0.14
bb — u6X | 80.96+ 0.08| 94.93+ 0.04| 3.57+0.04 3.21+0.04
bb— u4X | 52.254+0.16 | 94.34+0.07| 1.7140.04 1.50+ 0.04
cC— pdX | 50.47+0.24| 97.15+0.08| 2.20+ 0.07 1.95+ 0.07

Table 5.5: Efficiencies for different trigger signatures relevant this analysis using the trig-
ger simulation. The first two columns apply to the LVL1 stagereas the last two
columns give results for a combination of theéL1MU06 signature with thédsPhiPi
trigger object received at the LVL2 stage. The FullScan (&®roach searches for
aD; — @(— KTK™)m decay using the information of the whole Inner Detector,
whereas the search by theRguided approach is restricted to a Region of Interest
seeded by the jet trigg@VL1JT04.

columns apply to the LVL1 stage, whereas the last two colugives results for combi-
nations of the LVL1 and LVL2 trigger signatures. The effiagrfor the muon trigger
LVL1MUO6 using a muon cut opr (u) > 6 GeV is~ 82 % for the samples generated with
at least one muon witpro() > 6 GeV. This efficiency corresponds to the geometrical
acceptance of the ATLAS trigger system. The LVL1 muon trigeféiciency for the in-
clusive background sampleb — p4X andcc — p4X is ~ 50 %, although only (32.8&
0.1) % b — u4X) and (30.1+ 0.1) % (c — u4X) of the events contain a muon with
pro(K) > 6 GeV. This difference is caused by tipe (1) turn-on curve at the LVL1 stage
(cf. Figure 2.11).

TheLVL1JT04 trigger is used to provide a seed for thelRvhich is searched for a
DsPhiPi trigger object. Its trigger efficiency ts 98 % for theBg-decay data samples and
lower for the inclusive background decay samples.

The combination of the trigger signature¢L.1MU06 andDsPhiPi (FS) reduces the
trigger efficiency for the data samples containbyg — ¢(— K*TK ™) decays to about
31 %. This is mainly due to the minimum requireg of 1.4 GeV for the reconstructed
LVL2 tracks, whereas the final state particles from the digiegay are generated with
pro > 0.5 GeV. The efficiency for thag — D~aj data sample is reduced by a factor of
two since thebsPhiPi trigger discriminates betwedhandDs mesons. The suppression
of events from the inclusive background data samples is roattkr than for signal events.

The relative efficiency of thevVL1MU06+DsPhiPi (RoI) trigger w.r.t. theLVL1MUO6+
DsPhiPi (FS) is about 87 % for the samples containinBa — ¢(— K*K~ )~ decay.
This reduction is caused by the restriction of the trackmstiction in the Inner Detector
to the limited ROl.
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In this chapter, the analysis of the reconstructed data esngp presented. The chapter
starts with explaining the selection procedure for reauesing B meson candidates.

The results for the signal sampBS — Dsa; as well as for the background decay pro-
cesses are presented. In the last part of the chapter, tbet#aging results are discussed.

6.1 Event Selection

In order to search for thBY — Dsaj decay chain in the fully simulated data samples,
an offline analysis algorithnBgDsA1) has been developed in the context of this thesis.
The analysis code is included in the Athena software framlewid is embedded in the
Bphys [147] package, which is found in tiysicsAnalysis part of the Athena analy-
sis framework. The algorithm is inspired by tBeDsPi [147] algorithm, which searches
for B — Dg rr* candidates. The algorithm uses common tools, which arelajsse by
the B-physics group [148]. _

The selection algorithm searches for bBfrandB? candidates in reconstructed events,
which are accessed via AOD (Analysis Object Data) data ifilest The algorithm starts
with an initialization process, which e.g. provides accsshe reconstructed data as
described in Section 6.1.1. Afterwards, some generic catthe reconstructed event
characteristics are applied (see Section 6.1.3). NexD¢heneson decay chain is recon-
structed, starting with searching foxa— K™K~ meson decay by combining oppositely
charged tracks. In order to reconstru@& meson, a third charged track is added to each
reconstructedp meson candidate. Tm’f decay chain is reconstructed in a next step,
but only in case that at least o meson candidate is reconstructed. This sequence
has the advantage that the execution time per event is gshbeeause the number of
reconstructedZ meson candidates per event is smaller than the numbef ofieson
candidates. Therefore, more events are rejected in ansgagg.

The DZ meson reconstruction part of tBeDsA1 procedure is very similar to theg
meson reconstruction procedure of ##dsPi algorithm. To be more precise, the cuts
applied in this part are identical in order to compare efficies and mass resolutions of
both decay channels.

The reconstruction of tha decay chain is similar to the search @ meson candi-
dates. Oppositely charged track pairs are formed in ordezdoch fopp candidates. Each
found p candidate is combined with a third reconstructed track tmfana;- candidate.

Both theDZ anda;” meson candidates are combined B;%candidate. Further selection

75
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Selection | Name of Cut No. of Acceptance
Part Definition Region
General cutg No. of rec. primary verticesl(PV) (6.1) >1
No. of tracksN::, ., (6.2) Ny ook > 3
Nt?ack >3
Track|n| (6.3) <25
¢ meson Track pt (6.4) > 1.5 GeV
TrackAB(KK) (6.5) <1r
TrackAgp(KK) (6.5) <10
Mass differencém(KK) —m(¢)| (6.6) < 150 MeV
Vertex fit x?(KK) (6.7) <7
Mass differencemy; (KK) —m(¢)| (6.8) <12.48 MeV
DZ meson | Third trackpr (6.9) > 1.5 GeV
Mass differencém(KK ) — m(Ds)| (6.10) < 350 MeV
Vertex fit x2 (KK 1) (6.11) <12
Mass differencemy; (KK 1) — mDg| (6.12) < 52.14 MeV
P meson Track pt (6.13) > 0.5 GeV
TrackAR(1m) (6.14) | <0.650¢-34.6)
Mass differencém(rrm) — m(p)| (6.15) < 500 MeV
Vertex fit x2(mrn) (6.16) <7
Mass differenceém;; (71 — m(p)| (6.17) < 200 MeV
a; meson | Third trackpr (6.18) > 0.5 GeV
Third trackAR(rT 77§ (6.19) | <0.585¢33.5)
Mass differencém(rrm) —m(ay)| (6.20) < 800 MeV
Vertex fit x2(rrm (6.21) <12
Mass differencemy (1T —m(ay)| (6.22) < 300 MeV
B°meson | Mass diff. Im(KK T r—m(BY)| (6.23) < 750 MeV
Vertex fit x2(KK iy (6.24) <27
Proper timer (KK iy (6.25) > 0.4 ps
Decay lengthtyy (KK iy (6.26) >0 mm
pr(KKmmmx (6.27) > 10 GeV
Mass diff. |mg (KK mrrrr—m(BY)| | (6.28) < 75.0 MeV
Select candidate with lowegf (6.29) Enabled
Table 6.1: Summary of the selection cuts applied to the simulated datgpkes in order of appli-
cation.

cuts are applied, in order to reduce the contribution of doatbrial background. Finally,
detailed information about each reconstructed event redtm a ROOT file [144]. This
provides fast access to the derived data for further arsalysi

For each step of the selection procedure, the number of datedi passing is written
to a log file. This is done separately for all reconstructattladates and for candidates,
whose tracks match with generated tracks from the signaydécuth matched). Fur-
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Type Data Collection
Primary vertex collection VxPrimaryCandidate
'MCltruth collection GEN_AQD

Reconstructed muon collectignStacoMuonCollection

Reconstructed track collection TrackParticleCandidate (NewTracking)
Track truth collection TrackParticleTruthCollection

Trigger decision collection MyTriggerDecision

Table 6.2: Data collections, which are used by the offline analysis.s€tellections are available
in thel AOD and are provided by the reconstruction process.

thermore, after each cut has been applied, the number ofsepassing is determined
separately for all events and events with a truth matchedidate. These numbers are
used to determine efficiencies and purities of the sampé atich selection step. The
purity is defined as the ratio of truth matched candidatedl sekected candidates.

Each cut applied aims to reduce the fraction of the combrratoackground contri-

bution. Furthermore, these cuts help to identify the traobs the%éo decay in signal
events. Particle candidates passing the selection cutsigoal events, which are not
based on tracks from the signal decay are referred to as camobial background within
the signal sample.

A summary of all cuts applied during the selection procedsigiven in Table 6.1 and
the cuts are explained in detail in the next sections.

6.1.1 Initialization Process

As a first step, the algorithm performs the following teclahiaitialization steps.

o Inorder to control the behavior of the algorithm, some paatams are set externally.
These define e.g. the values used for kinematic cuts or swridpecific analysis
parts, such as the processing of MC truth information.

o Control histograms and data containers for the data outpuhdialized. The out-
put containers are organized in terms of vectoriiples) and are accessible in later
analysis steps.

o All relevant information needed for the analysis is retei@from a central service,
namely the StoreGate service. This service manages thesaéhe information
stored in the AOD. The information in the AOD is structurediata containers, or
equivalently, in data collections. These contain e.g.rmfation from reconstructed
tracks, reconstructed muons, and vertexing. Furtherntibeeputput from trigger
algorithms are also available. In the case of simulated, d&€itruth information
is also available for the given datasets. A summary of tha dallections, which
are used in the context of this thesis, is given in Table 6.2.
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6.1.2 Trigger Selection

After the initialization step, the trigger information netved for each event is analyzed.
This part has been inserted into BebsA1 algorithm (see [127]).

Afterwards, a cut is applied, which rejects events, that dbpass selected trigger
signatures. For the purpose of this thesis, the triggeritond.VL1MU06+LVL2DsPhiPi
(RolI) is used as the default condition (see Section 5.3).

6.1.3 General Selection Cuts

As a next step, general selection cuts are applied, whictiemeribed in detail in the next
paragraphs.

o The information about the reconstructed primary vertex)(B¥nalyzed and stored.
Events without a reconstructed primary vertex are rejeciade the proper lifetime

of the%éo can not be calculated. This selects events with a numbecohstructed
primary verticedN(PV) of
N(PV)>1. (6.1)

In the case of the signal sample, only one out of 27 118 evessipg the required
trigger condition is rejected due to this condition and n@ejected in any of the
background events.

o In the case of simulated MC data, the MC truth informationxiamreined.

o Using the true primary vertex position, the vertex resoluis determined and
stored.

o Information about all muons from the MC truth collection igracted and
stored for further analysis.

o A search for the true decay chain using its associated trattk information
is performed. Detailed information about each particlerfithe signal decay
is stored for further analysis.

Using the MC truth information, the candidates of each retrmicted particle
from the signal decay are checked at later stages of the sedgttion pro-
cess whether their reconstructed tracks originate fronsigeal decay (truth
matched) or not (non-truth matched).

The decay chain selected is either the signal decay chaimewobthe ex-
clusive background decay chains. As the inclusive backgtaihannels do
not contain any signal event, it is important to check whethe inclusive
background events contain the sub-decay topolagiesK *K~, Dy — ¢@(—
K*K™)m, p— m"m anda] — p(— mtm)mt of the%éodecay chain. All
inclusive background events passing tNeé 1MU06+LVL2DsPhiPi (RoI) trig-
ger condition are checked for these four decay topologidst Theans, the
information of e.g. allp — KTK~ decays using the MC truth information is
stored. For each reconstructgdneson candidate, the two kaon tracks are
compared with the tracks of the candidates from the stostd Ili the kaon
track pair is found in the list, the reconstructed candidgafiagged as a truth
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Decay Fraction of | Fraction of | Fraction of
Topology bb — u6X | bb— udx | cc— udX

Events [%] | Events [%] | Events [%0]

@ — KTK™ 442+06 | 44.7+1.3 | 440+ 1.7
Dy — @(—KYK™)m | 14+01 | 14+03| 0693
p— 99.9+0.1 | 100.0°%9 | 100.0°%°

aj »p(—»mm)mt | 772405 | 77.5+1.1 | 781+ 1.4

Table 6.3: Fractions of simulated inclusive events passing the triggmdition LVL1MUO6+
LVL2DsPhiPi (RoI) and containing the given decay topology according to the MC
truth record.

matchedp meson candidate. Similar procedures are performed forttiex o
three decay topologies. Therefore, contributions fromaliglecays and from
random combination of tracks are also determined for thebdoatorial back-
ground events in each step of the reconstruction process.

The results of the search are presented in Table 6.3. Thegimikar for
the three inclusive background data samples, because émsgvassed the
DsPhiPi trigger condition. As expected, this trigger conditiondsalso to an
enrichment of events containing the decay topologies K"K~ andDg —
@(— KTK™)m, e.g. only (0.40+ 0.01) % of all reconstructetdb — p6X
events contain B; — @(— KTK™)m decay.

An efficient suppression of background events is hardly iptessluring the
p selection procedure, as almost all triggered inclusivekgpaomind events
contain ap — " decay. The reconstruction procedure in this part aims
therefore only to identifyp candidates. ThaiE reconstruction part is also ex-
pected to reject only a minor part of the inclusive backgbewvents, because
only about 20 % of the events do not contaiafa—> p(— mhm )t decay
chain. Additionally, the selection is complicated by they&adecay width of
theay” meson, which results in a large numbeigfcandidates per event.

o The flavor of the§)50 at production time is tagged. Events, which are not tagged,
could be rejected early on. This is not enabled by defaule gérformance of the
flavor tagging is presented in Section 6.4.

Reconstructed Tracks

The reconstructed transverse momentum spectrum of alhséreated tracks as well as
their pseudorapidity distribution is presented in Figurefér the signal sample overlaid
with the inclusive background samgib — L6X. The distributions from the other simu-
lated data samples look similar. Only tracks with a recarcsédpy larger than 500 MeV
are available in the reconstructed track collection. The at 6 GeV in the momentum
spectrum is caused by a mupf cut of 6 GeV applied during the event generation pro-
cess. The hard cut in the MC truth spectrum is ‘smeared’ duleetdinite pr resolution

of the detector. The change in the slope in phespectrum at- 1.4 GeV is caused by the
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Figure 6.1: Reconstructed transverse moment(oi) spectrum (a) and pseudorapidity) dis-
tribution (b) for all reconstructed tracks as obtained frit@B2 — Dy a; simulated
data sample. The rise in thie spectrum at 6 GeV is caused by the muon cut applied
in the generation process.

DsPhiPi trigger condition, where tracks with a transverse momerdtiat least 1.4 GeV
are used to reconstructZ meson. The drop in efficiency at pseudorapidities around
zero is caused by a loss in the muon reconstruction efficiésey Figure 6.28 on page
111).

The selection cuts based on reconstructed tracks are theviiad).

o Only events with more than two negatively-chargé (,) and more than two
positively-chargedl‘a[fack) reconstructed tracks are selected, since the signal decay

contains six final state particles. This is equivalent to
Nt?ack >3 and NtJrrack >3. (6'2)

In the case of th&) — Dg a; data sample, two out of 27 117 events have an in-
sufficient number of reconstructed tracks, which corresipda(0.0077395%) % of

the sample. The number of events rejected due to an insufficienber of charged
tracks for the background decay samples is similar sincgetigents all pass the
required trigger condition. Only three out of 7 771 eventerfithebb — 16X data
sample, one out of 1475 events from tie— p4X data sample and none from the
other background samples are rejected.

o Only tracks within
In| <25 (6.3)

are selected for further analysis. This is the range coveyetthe Inner Detector.
The selected region in is indicated in Figure 6.1(b) by the arrows.

The distribution of the numbers of all reconstructed trao&s event is presented in
Figure 6.2(a) for theBY — Dsa; andbb — u6X data samples. The average number
for each simulated data sample is presented in Table 6.4s avjgrage is independent



6.1 Event Selection 81

q— t ‘ T ‘ T ‘ L ‘ UL ‘ ‘ N L\ L ‘ L ‘ L ‘ T T T ‘
= 3 S 1z o014 s .
S 0.07¢ L —Bg— Dsal S N + —~ B~ Dsal
& . + N g 012 . .
L 0.6/ t ——bb-u6X I s + - bb- u6X
oos- * ‘o E 0.1 f“ .
L + L
- 4 0.08- + .
0.04 . :
0.03- + 4 4 ooep . E
C N + ] [ P
0.02F . v = 0.04 ) .
0.01- . o 4 o002 T ]
Eo. el ] o T,
OLT IR RO I BRI B = = SO NPT LA\HM\u\\\\\\\T\fﬂia‘mm\uu\L\HLHHF
0 20 40 60 80 100 120 140 160 0 10 20 30 40 50 60 70 80
Multiplicity of tracks Multiplicity of tracks
(@) pr > 0.5 GeVv (b) pr > 1.5 GeV

Figure 6.2: Number of all reconstructed tracks per event for Bfe— Dsa; andbb — p6X
simulated data sample. The left hand side plot (a) showsuh®ar of reconstructed
tracks with transverse momenta of at least 0.5 GeV, wher@gasvalue of 1.5 GeV is
required for each track in the right hand side plot (b).

Decay Average number of | Average number of

Topology charged tracks charged tracks

(pr >0.5 GeV) (pr >1.5GeV)
BY — Dsa; 47.95+ 0.13 15.47+ 0.04
Bg — Dda; 48.06+ 0.18 15.50+ 0.06
Bj— D a] 51.744+ 0.27 17.71+ 0.10
B§—> D al 48.33+ 0.13 15.63+ 0.04
bb — u6X 54.92+ 0.25 17.59+ 0.09
bb — u4Xx 54.88+ 0.59 16.79+ 0.20
cC — u4Xx 54.324+0.74 16.10+ 0.25

Table 6.4: Average number of reconstructed charged tracks for therdift simulated data sam-

ples.

of the charge of the tracks. The number of tracks is signifigdarger for channels not
containing atru®; — @(— KTK™)mr decay. The trigger selection of events, that do not
contain this decay chain, are based on a random combindtivacs. The probability
for a trigger pass rises with an increasing number of trackgrefore, these events have
on average a larger number of tracks.

The tracks used for tHBZ reconstruction are required to have a transverse momentum
of pr >1.5 GeV. This condition reduces the average number of cbldargeks as shown
in Figure 6.2(b). The number of tracks is again similar fatalechannels containing and
not containing a tru®; — @(— KTK~)m decay chain (see Table 6.4). The average
number of negatively-charged tracks with >1.5 GeV is significantly larger for thg-
decay channels, e.g. the number of negatively-chargediy@ig-charged) tracks is 8.09
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Figure 6.3: Number of generated tracks per event from the final statécferof the signal decay,
which map to a reconstructed track from B&— D3 a/ data sample. The numbers
above each bin indicate the absolute number of events forl@acand the ones below
denote the percentages.

+ 0.02 (7.38+ 0.02) for the signal channel. This is caused by the mpponut of 6 GeV.
The muons in the simulated data sample are mainly negatoredyged as explained in
Section 5.2, which leads to the observed shift in the distidn. As expected, this effect
is not present for the inclusive background decay channels.

The number truth tracks from the signal decay, which rtwa@ reconstructed
track is shown in Figure 6.3. Mainly due to track reconsinrcefficiencies, only for
18953 out of 27 115 events, all six signal final state padiohd@tch with six reconstructed
tracks, which corresponds t69.90+ 0.28) % of the triggered events. That means, about
30 % of the signal events do not contain a truth matched catelitbecause at least one
track from the final state particles is not properly recangtd. Taking the trigger condi-
tion into account, this corresponds to an efficiency of (12.8.1) % w.r.t. all simulated
signal events. The difference in efficiencies due torjheut (6.3) is negligible, since a
cut of |no| < 2.5 is applied to the final state particles of the signal decay.

6.1.4 Reconstruction of theDZ Decay Chain
¢ Meson Selection

The first step to reconstruct B meson is to search fap meson candidates. Their
selection proceeds according to the following description

o For each cut during the selection procedure, the efficidyatyy for signal and back-
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ground events, is summarized in Table 6.6, which is locatetheaend of Sec-
tion/6.1.6 on page 100. The efficiencies for E&decay channels are expected to
be similar, because each of tB@Ldecay channels containgpga— K™K~ decay.

o Track pairs with oppositely-charged tracks are formed gisectonstructed tracks
with transverse momenta of
pr > 15 GeV. (6.4)

This is chosen to take tHesPhiPi trigger condition into account, which requires
tracks withpr > 1.4 GeV.

o A cut on the opening angle between both tracks of each trackpa
IAG(KK)| <10° ~0.17 and |AB(KK)| < 10° ~0.17 (6.5)

is applied. Each cut region given in this chapter defineselecton region, which
is indicated by arrows in the Figures.

The distributions for both opening angles are presentedguar€ 6.4 for the signal
and thebb — u6X data sample. Since the exclusive background event samniples a
contain ap — KK~ decay, their distributions are similar to the ones of thealig
channel. Therefore, the inclusive background data sabiple L6X is chosen for
comparisons, as this sample has the largest number of eveiitsrences to the
other inclusive background samples are stated explid¢idpserved.

The maximum opening angle for the combinatorial backgrowiitin the signal
sample is smaller for th&0 distribution than for thé¢ distribution. Whereas the
maximal possible value fak¢ is 180 (back-to-back), the maximum value fA6
is restricted to~ 1612°, because each reconstructed track is limitefdto< 2.5.

o The invariant masm(KK) of the track pair is calculated by assuming a kaon mass
for each track. In order to save computing time, the numbaeredtfex fits to be
processed is reduced by applying a cut on the invariant mass

Im(KK) —m(¢)| < 150 MeV (6.6)

around the nominap meson mass(@) = 10194 MeV. This cut is chosen to be
wide, because the shape of the combinatorial backgrounddalistill be visible.
The invariant mass distribution of the signal sample is showFigure 6.5(a).

o A two-track vertex is fitted using a vertexing software paygkd@TVMFT) [149],
which was originally developed by the CDF collaborationisiertexing package
is commonly used by thB-physics group. In the context of this thesis, GT&MFT
vertexing package is used throughout.

The vertex fit is required to converge and a cut on

X*(KK) <7 (6.7)

is applied. With a number of degrees of freedom () of one for this fit, the cut
chosen rejects track combinations with a fit-probabilityQlLof less than 1 %.

o An invariant massm (KK) is calculated using tracks, which are obtained from
the vertex fit procedure. The track parameters of thesedrak adjusted under
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Figure 6.4: Distribution of the opening anglesg (a,c) andA8 (b,d) for all reconstructed track
pairs with oppositely charged tracks for the signal samgle) @nd thésb — p6X data
sample (c,d). The open black histograms show all combingtigithin the sample,
whereas the gray filled histograms correspond to reconstiucacks matching the
'MC truth particles from the meson decay.

the assumption, that the track pair originate from a commenex. In order to
distinguish between the reconstructed track parametetdhantrack parameters
obtained from the vertex fit procedure, the latter are reteto as ‘refitted’ tracks.
Because of the additional vertex constraint applied foréfigted tracks, the mass
distribution ofmy;;(KK), presented in Figure 6.5, is narrower than the mass distri-
bution obtained without the vertex fit procedure. The résgldifference in the in-
variant mass calculatiofimg; (KK) — m(KK)) is shown in Figure 6.5(b). A- 10 %
smaller RMS|(Root Mean Square) is observed for the signapkam

All combinations within a mass range ob3around the nominafp meson mass
m(¢) are selected ag meson candidates. This selects all track pairs within

|miit (KK) —m(@)| < 12.48 MeV. (6.8)
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Figure 6.5: Invariant massm(KK) distribution (a) before the vertex fit and invariant mass
myit (KK) (c,d) after the vertex fit of track pairs in the search meson candi-
dates. The black line (a,c,d) shows all pairs within the @iggample, whereas the
track pairs shown as the gray filled area are limited to trudtcimed pairs. The widths
(sigma) and mean values are obtained for comparison frorofféssGaussian func-
tion (red dashed lines) to the core of the truth matchedibligton within a fit-range
of 20 using an iterative procedure. The upper plot on the righttsde (b) shows
the residuum(m;(KK) — m(KK)) of the ¢ meson mass distribution for accepted
candidates.

This cut rejects~ 30 % of the inclusive background events (see 6.6 on page
100). The rejection oBg — D~a;] events is larger than of events from the signal
sample, because the trigger selection is not based on ®frukecay in the decay
chain.

o The number of acceptegl meson candidates per event is presented in Figure 6.6.
The average number @f candidates is of the order one and is significantly larger
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Figure 6.6: Number of accepte@ meson candidates per event. Events without any candidate
selected are not included in the histogram.

for the bb — uU6X data sample, because this sample on average contains a large
number of reconstructed tracks per event.

o The overall efficiency for events with @ candidate found w.r.t. the number of
triggered events is (8748 0.2) % for the signal sample and (63t00.5) % for the
bb — u6X data sample. The other efficiencies are: (86.8.3) % fong — D¢ag,
(83.64 0.4) % forBS — D~aj, (86.4+ 0.2) % forB2 — D% ~af, (61.2+ 1.3) %
for bb — u4X and (58.4+ 1.7) % forcc — u4X.

DZ Meson Selection

TheDZ meson reconstruction proceeds according to the followtiegss

o In order to formDZ candidates, each select@ctandidate is combined with each
remaining reconstructed track. This produces track tispl&he third track is re-
quired to have a transverse momentum of

pr > 1.5 GeV. (6.9)

This is the same value as applied for the track pairs usepfioeson reconstruction.

o Aninvariant massn(KK ) is calculated (see Figure 6.7(a)) assuming that the third
track refers to a pion. A first wide mass cut of

IM(KK 1) —m(Ds)| < 350 MeV. (6.10)

around the nomindDZ meson massif(Ds) = 19685 MeV) is applied.
o Avertex fit is performed, cutting on a fit probability of 1 %, igh is equivalent to

X2(KKm) <12 (NDoF=3). (6.11)
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Figure 6.7: Invariant massm(KKr) distribution (a) before the vertex fit and invariant mass
mit (KK 1) (b,c,d) after the vertex fit of track triplets in the searchig candidates.
The open histogram (black line) shows all track tripletshiitthe signal sample,
whereas the gray filled areas correspond to truth matchetidzagas. For events from
the Bg — D~a; data sample (d) thBZ selection region is well separated from re-
constructedd meson candidates. The widths (sigma) are obtained for cosopa
from fits of a Gaussian function (red dashed lines) to the obtde truth matched
distribution within a fit-range of @ using an iterative procedure.

o By using the refitted tracks of the vertex fit, an invariant srag (KK ) is calcu-
lated. The track parameters are adjusted under the assunnibtat all three tracks
originate from a common vertex. This results in a better messlution, as shown
in Figure 6.7. ADZ candidate is accepted, if the mass is inside hieghge

M (KK 1) — m(Dg)| < 52.14 MeV. (6.12)

The contribution of theBg — D~a; data sample is suppressed due to the mass
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Figure 6.8: Number of accepteBZ candidates per event.

difference 0f(1037+0.6) MeV [1] between thddZ and theD meson. A separation
from theDZ candidate selection region is achieved as presented ineF&yid(d).
Furthermore, as presented in Table 6.6, inclusive backgteuents are rejected as
well.

o The number of selectedls candidates is presented in Figure 6.8. It is of the order
one and larger for thbb — u6X data sample. Events without any reconstructed
DZ candidates are not included in the histogram. The fractfdha&se events to
all triggered events is (28.6 0.3) % for the signal and (73.& 0.5) % for the
bb — u6X data sample.

6.1.5 Reconstruction of thea;” Decay Chain

For each event with at least oBg candidate found, a similar procedure is used to search
for af candidates, starting with reconstructipgandidates.

p Meson Selection

Since almost all events of the inclusive background decaycbls contain at least one
p — - decay, this step aims to select the coreatandidate via the following pro-
cedure. The available track collection is used indepemgéwim the D reconstruction
procedure, since more than oBg candidate could be found. Combinationsgtan-
didates withay candidates with tracks used twice are discarded in a latergbahe
algorithm.

o Track pairs with opposite charge are formed from tracks with

pr > 500 MeV. (6.13)
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o An angularAR cut as defined in (2.4) of
|AR(1T7)| < 0.605~ 34.6° (6.14)

is applied. The distribution is presented in Figure 6.9 Hottthe signal and the
bb — u6X data sample.

o A mass cut is applied to the invariant mass of the track pagsyming a pion mass
for each track. To each combination within

Im(rt) —m(p)| < 500 MeV (6.15)

around the noming) mass ofm(p) = 7685 MeV, a vertex fit is applied.

o The vertex fit is required to converge and events with a fit @bdlty of less than
1 % are rejected, which corresponds to a cut

x2(mm <7 (NDoF=1). (6.16)

o The invariant massn (717 distribution, which is calculated from refitted track
pairs, is presented in Figure 6.10. A cut around the nonmpnalass ofm(p) =
7685 MeV is chosen to

M (7 —m(p)| < 200 MeV. (6.17)

Each passing track pair is considered g3 meson candidate. The shape of the
combinatorial background contribution within the signafrgple is similar to the
one obtained from thbb — p6X data sample.

o The number of selectea candidates per event is shown in Figure 6.10(d). Agthe
mass distribution is much wider than tipeaneson mass distribution and the opening
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Figure 6.10: Invariant massm (717 (a,b,c) of track pairs passing the vertex fit. The left hand
side plots (a,c) show all combinations (black line) ovesldypy truth matched ones
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angle range is wider, the average number of candidates pat Bvlarger than for

@ candidates. The number pfcandidates is larger for tH#b — pu6X data sample,

because the number of tracks per event is larger. This isesghie number of track
pairs and therefore also the number of combinations ranglpassing the selection
cuts.

Due to the large number @f candidates, hardly any of the events are rejected during the
p reconstruction procedure.



6.1 Event Selection 91

0 0 ain
s 10 S
o © 10t
P N P
2 10t } 2 r }
LT \ G 10°F
10° \ E Eo
N 1 owE ;
105 } = 108 } 3
B } Bs—’Dsal - } bb—»}J.GX 1
o ey A T T P T T om0 3
0 05 1 15 2 25 3 35 4 45 5 0 05 1 15 2 25 3 35 4 45 5
AR((Tamm) AR((Tamm)

(a) (b)

Figure 6.11: Opening angle i\R((7r7) 1) between the directions of selectpctandidates and a
third track obtained from thB2 — Dg a] (a) andbb — p6X (b) data samples. The
open histograms show the opening angle for all track tsplehereas the gray filled
areas correspond to triplets with truth matched tracks.

ai Meson Selection

The af selection procedure is similar to thzs selection and is performed using the
following selection cuts.

o For each selected candidate track triplets are formed using tracks fulfilling

pr > 500 MeV. (6.18)

o An angular cut on the opening angle between the directiotiseofeconstructegd
candidate and the third track is applied

|AR((rtry )| < 0.585~ 335°. (6.19)

TheAR((rrm)m) distribution for the track triplets is presented in Figur#16

o A mass cut of
Im(rrrrry—m(ag)| < 800 MeV (6.20)

around the nominat; mass ofm(a;) = 1230 MeV is applied.
o A vertex fit is required to converge and only track tripletstwi

x2(mmry <12 (NDoF=3) (1 % fit probability) (6.21)

are selected.

o The invariant massy;;(7T7r7y is calculated using the refitted tracks. The resulting
distribution is shown in Figure 6.12. Candidates within

|mge (T —m(ag)| < 300 MeV (6.22)

are selected as- candidates.
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Figure 6.12: Invariant massn; (717775 (a,b,c) of track triplets passing the vertex fit. The leftdhan
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(gray filled area). As the histogram of the truth matchedkttaiplets for the signal
events (a) is hardly visible, it is shown in the upper plotloa tight hand side (b) in
more detail. The lower plot on the right hand side (d) shovesniimber of selected
aj candidates per event.

o Due to the wide mass cuts applied to 1dmemdaiE candidates, the probability for
track triplets, which are combined twice to afl candidate using the same tracks,
is not negligible. This happens, if for the second combaorathe pion from theaiE
decay is swapped with the pion from tpedecay with the same charge and both
possibilities pass the cuts applied. Since both the inmar@ass distribution and
the vertex fit are invariant under swapping of two pions, eE!iJEh:andidate found
using the same tracks as a previously identified candidaliecarded.

o The multiplicity of selectec;hiE candidates is presented in Figure 6.12(d).
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Figure 6.13: Invariant mass distribution before the vertex fit (a) andaifant mass distribution
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widths (sigma) for (a) and (b) are obtained for comparisamfifits of a Gaussian
function (red dashed lines) to the core of the truth matchsttiloution within a
fit-range of 2r using an iterative procedure. The RMS of the residuum oféen-
structech)SOmeson mass (c) is larger fob — u6X events.

6.1.6 B Meson Selection

As a next step, the algorithm searches%%andidates, which is described in the fol-
lowing paragraphs.

o In order to form%éo track sextuplets, eachE candidate is combined with each
aj candidate. Since thBZ anda; candidate reconstruction procedures use the
available collection of reconstructed tracks indepengecwmbinations with over-
lapping sets of tracks must be discarded. This reduces theeof events selected
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Figure 6.14: Proper time distribution of thfs)so meson for track sextuplets passing the cut
(6.24) of the vertex fit obtained from trg2 — Dy a; (a) andbb — p6X (b) data
samples. The open histogram shows all combinations, widneagray filled area
represents truth matched track sextuplets.

in each simulated data sample by about 5 %.

The following cuts reduce the number of inclusive backgmbawents as well as events
from theB} — D~a; data sample efficiently as summarized in Table 6.6. The svent
of these samples passing thg reconstruction procedure are mainly based on random
combinations of tracks, since the truth matched candidatealready rejected efficiently
by (6.12). The exclusive background decay chan®is- D{a; and B2 — Di~a;

are expected to have similar event kinematics. Their doution is suppressed by a cut
applied to the invariant mass Bf meson candidates.

o A mass cut of
Im(KKmrrmir—m(BY)| < 750 MeV (6.23)

around the nominﬁio mass ofm(BY) = 53693 MeV is chosen. The mass distri-
bution is presented in Figure 6.13(a).

o A six-track vertex fit, which considers ttﬁﬁéodecay topology, is required to con-
verge and a cut (1 % fit probability)

X2(KKmmrmir< 27 (NDoF=12) (6.24)

is applied. During the vertex fit procedure, the momenturedlion of theDZ
decay vertex is required to be parallel to the vector conmgtheDZ decay vertex

to the%éodecay vertex. The latter is assumed to be the same ﬁtdecay vertex.
The total momentum vector of tlgﬁiomust point to the primary vertex by applying a
similar constraint. Furthermore, the masses ofglandDZ mesons are set to their

nominal masses. Due to the large width of #feandp mesons mass distribution,
their mass is not constraint.
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Figure 6.15: Transverse decay lengthy distribution of théB)SOmeson for track sextuplets passing

the proper time cut (6.25) obtained from tBg— Dsa; (a) andbb — u6Xx (b) data
samples. Entries arourttl,(BY) = 0 are already rejected by the proper time cut.

An invariant massrg (KKmrrrrrixis calculated using the refitted tracks obtained
from the vertex fit. Its distribution is presented in Figurd®b,d). In order to
improve the background rejection, further cuts are appbetie track sextuplets.

The proper time (B?) of the%éois presented in Figure 6.14 for signal and combina-
torial background. The combinatorial background withia #ignal decay as well
as for the contribution from inclusive background domisdte small proper time
values. Therefore, the follwing cut is chosen

7(B2) > 0.4 ps. (6.25)

The transverse decay lengthy(B2) of the @;0 meson is defined as the distance

between the primary vertex and tﬁ?decay vertex and it’s distributions are shown
in Figure/ 6.15. The decay length is defined to be positivehéf teconstructed

transverse momentum of t@ocandidate points in the same direction as the vector
from the primary vertex to th%éodecay vertex. A cut of

dky(B2) >0 mm (6.26)

is applied. This loose cut has been chosen deliberatelge sincut on a positive

value would bias the proper time distribution of reconsmedéééo candidates sys-
tematically.

Only track sextuplets with a transverse momentum of
pr > 10 GeV (6.27)

are selected (cf. Figure 6.16).



96 6. Offline Analysis

450
400
350
300
250
200
150
100

50

Bs - Dsay bb - pu6Xx

Entries / 1 GeV
S 4
Entries / 1 GeV

b b b b b b b b i

0 10 20 30 40 50 60 70 80 90 10C % 10 20 30 40 50 60 70 80 90 100
p, [GeV] p, [GeV]
(a) (b)
Figure 6.16: Reconstructed transverse momentum distribution of tra#uplets passing the
dyy(B2) cut (6.26) obtained from thB? — Dg a; (a) andbb — u6X (b) data sam-
ples. The gray filled histogram (a) corresponds to truth hetdrack sextuplets.

| | | | | manlen

Selection Mean Sigma
[MeV] [MeV]
a) Invariant masm(KKnnm)rbefore%éovertex fit (6.24)| 53669+0.5 | 495+0.5
b) Invariant masmﬁt(KKnnm)rafterg)sovertex fit (6.24)| 53667+0.4 | 37.2+0.4

¢) Invariant massn(KKnnm)rfor%éocandidates 53666+0.8 | 48.3+0.8

d) Invariant masm(KKnnm)rfor%éocandidates 53669+0.7 | 421+0.7
(with Ds mass constraint)

e) Invariant massy;; (KKt iy for §>s°candidates 53669+ 0.6 | 37.4+0.6

Table 6.5: @somass resolutions as obtained during the different anagysjss. The truth matched
distributions are fitted with a Gaussian function within@arange around the mean.

o The masam (KK distribution for each track sextuplet passing the above

cuts is shown in Figure 6.17(a). @;0 candidate is found if the mass is within the
range

ImM(KKmrmmir—m(BY)| < 75.0 MeV. (6.28)

This so called tight mass cut corresponds t@a@nge of a Gaussian fit to the truth
matched candidates by using the refitted tracks of the vétt&he fit range of &
around the mean is determined using an iterative procedure.

The@éo mass resolution is calculated in three different ways bgutating the in-

variant mass of the track sextuplet. A summary of the meanegahnd widths
obtained from a fit of a Gaussian function to the resultingridiigtions is presented
in Table 6.5. The resolutions for the invariant mass of treektuplets before the
vertex fit (a) and the invariant mass after the vertex fit (Wehaready been given
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Figure 6.17: Reconstructed invariant mass distribution (a) of trackigaets passing ther cut

(6.27) and number éﬁ)socandidates per event. The values are obtained from a fit of
a Gaussian function to truth matched candidates withia a&ge around the mean
value.

during the selection procedure. This shows how the vertegquture affects the
mass resolution by refitting the tracks under the assumghtatrthey originate from
the same vertex.

The three remaining distributions (c,d,e) are calculatedriick sextuplets without
the final mass cut (6.28) applied. The three different propesiare using recon-
structed tracks (c), reconstructed tracks with a mass @nstpplied to theDF

mass (c) and refitted tracks obtained fromﬁﬁ%\/ertex fit (d). There is no statisti-
cally significant difference between the obtained meanaslonly the widths are
affected by the different calculation procedures. The il the invariant mass
after the selection cuts applied (e) agrees with the valt&imdd before the vertex
fit (@). The same is true for the invariant masg (KKt before the vertex
fit (b) and after the selection cuts are applied (e). Thisdeaés, that the selection
cuts (6.25) to[(6.27) applied after the vertex fit proceduendt affect the mass
resolution.

The invariant massn(KK i for %;0 candidates (c) uses the information of
tracks reconstructed using the Inner Detector and do net ¢akstraints from a
vertex fit procedure into account. Constraining the invaimaass of théz candi-
date to the nomindDZ mass (d) reduces the width of the distributionby MeV.

The invariant massy; (KK i for %;0 candidates (e) is calculated using also

information from the vertex fit procedure. Therefore thetwidf the distribution is
smaller. A mass resolution ¢87.4+ 0.6) MeV is obtained.

The number o{’ééo candidates per event for the signal sample is shown in Fig-
ure 6.17(b). The probability that a selected track sextupith one track replaced
by a remaining track from the track collection passes thecsiein cuts is not neg-
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Figure 6.19: Number of truth tracks from the signal decay which match witbconstructed track
of selected.’ candidates.

ligible. In order to estimate the correct candidate in evevith more than on§;°
candidate, only the candidate with the lowest

Xinin(KKTTTTTT 7Y (6.29)

of the vertex fit is selected. The? distribution ofﬁ?fs0 candidates is presented in

Figure 6.18(a). On average, the truth matc‘%?icandidates have a smallgr
value. This provides a selection of the correct track cotiom. Figure 6.18(b)
shows the difference

x2(non truth matched— x2(truth matchegl (6.30)
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Figure 6.20: Opening angleAR between the direction of candidates and a third track in the
search foDZ meson candidates. The left hand side histograms (a,c) shoana-
binations, whereas the right hand side histograms (b,d)imited to DI meson
candidates.

for events with more than one reconstrucﬂ%andidate and with a truth matched
candidate among them.

o The number of truth matched tracks for each seleﬁ?d:andidate per event is
shown in Figure 6.19. Almost all candidates within the slgsemple have all
six tracks truth matched. For about 4.2 % of the seleé)ﬁd:andidates, not all
tracks match a track from the MC truth information. The mi&jo(3.3 %) of them
contains five truth matched tracks.

o A summary of all cuts applied has already been given in Taldle Bhe individual
selection efficiencies for each cut applied is summarizekhbiie 6.6.
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Selection Cut Effic. [%] Effic. [%0] Effic. [%] Effic. [%] Effic. [%] Effic. [%] Effic. [%0]
(B2 —Dsaj) | (By—Dday) | (B3—D-aj) | (B3—Dg aj) | (bb—ubX) | (bb—pdX) | (cC— paX)
(6.4) : pr 99.96+ 0.01 | 100.005% | 100.00%%% | 99.97+0.01 | 99.90'3%% | 99.86"2%% | 99.88" 9%
(6.5) :AG(KK) and A@(KK) | 99.13+0.06 | 99.10+ 0.08 | 99.3173% | 99.03+0.06 | 98.35'81% | 97.08'342 | 98.38"2%°
(6.6) : |M(KK) —m(e)| 98.53+0.07 | 98.47'31% | 98.39"21% | 98.42+0.08 | 97.38'31% | 97.417299 | 97.53" 932
(6.7) : x%(KK) 98.13+0.08 | 98.17'31% | 98.28"21> | 98.0973%% | 97.38'318 | 95907231 | 96.747938
(6.8) : [mr(KK) —m(¢)| 90.81+ 0.18 | 90.62+ 0.25 | 87.02+ 0.41| 90.45+0.18 | 67.62+ 0.55| 67.57" 137 | 63.05"19
6.9) :pr 100.0°9%% | 100.0°3%° | 100.0729% | 100.0"3%% | 100.0°32° | 100.0729% | 100.0"%93
(6.10): Im(KK 17) — m(Ds)| 97.22+0.11| 97517212 | 96.53"923 | 96.46+0.10 | 97.17733% | 092137287 | 89517131
(6.11): x2(KKm) 93.12+0.16 | 95797218 | 93.03"933 | 96.02+0.13 | 89.58'%4% | 90.257192 | 90.04"135
(6.12): |mgt (KK 71) — m(Ds)| 88.12+ 0.22| 88.26"23) | 41.23+0.68| 87.25"2%2 | 51.424+0.79| 53.87+1.82 | 49.14+ 2.47
(6.13)-(6.17);p Selection 99.66+ 0.04 | 99.6772%% | 99.95'9%3 | 99.72+0.04 | 99.71'31% | 100.00729% | 100.00" 299
(6.18): pr 100.0072%% | 100.00°3%% | 100.0072%9 | 100.00°322 | 100.00°3%° | 100.00729% | 100.00"999
(6.19): AR(rTTTy 99.92+ 0.02 | 99.97°%% | 100.00"9% | 99.89*3%2 | 100.00:%% | 100.00-393 | 100.00"%%
(6.20): |m(rrrrry — m(ay)| 99.92+ 0.02 | 99.96+ 0.02 | 100.007292 | 99.92+0.02 | 99.95'32 | 100.00729% | 100.00"%99
(6.21): x?*(mmry 99.76"3%% | 99.817%%% | 99.95729% | 99.73+0.04 | 99.90"5%5 | 100.00"3%% | 100.00" 229
(6.22): |mee(rrrr7y — m(ay)| 99.4173% | 99.447%%7 | 99587211 | 99.504+0.05 | 99.95'5%% | 99.817%42 | 99.00"33°
Comb. ofDF anda; Cand. 94.16+ 0.17 | 94.06+£ 0.24 | 92.36"935 | 94.42+£0.17 | 95.217348 | 93.007}3l | 94.95'1%
(6.23): Im(KKmrrmir—m(B2)| | 70.64+ 0.34 | 70.63+0.48 | 39.75' 175 | 69.30°93% | 33.16'197 | 31.72'3%% | 29.26'333
(6.24): x2(KKmrrrmix 69.30+ 0.41 | 69.69+ 0.57 | 36.54" 773 | 67.54+0.42 | 41.51"}35. | 38.14753% | 49.09" 253
(6.25): T(KK iy 73.25+0.47 | 7257738 | 39.45738% | 72.42+0.49 | 14.39'32L | 8.8974% 7.417533
(6.26): dyy (KK T ix 99.30+0.10 | 99.33'%12 | 96.49"388 | 99.317219 | 56.417%52 | 100.00M%%%, | 50.00+ 24.81
(6.27): pr(KKmmmix 99.53729%8 | 99.697897 | 97.27"13% | 99.47+0.09 | 95.457322 | 7500735322 | 100.00"%9%,

(6.28): |mye (KKt sr— m(BY)|

0.47
82.51" %47

33.69+ 0.83

25.23"33;

041
11.16" 540

8.54
14- 29-'—7 6'38

2053

4370
O . Oot 0.00

Table 6.6: Summary of the individual selection efficiencies for eachapplied during the event selection procedure for the iifiesimulated data

samples.
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Figure 6.21: Impact parameter of th@s0 meson for track sextuplets passing e cut (6.24)
obtained from tha — Dga; (a) andbb — p6X (b) data samples. The shaded his-
togram is obtained from truth matched candidates. Therdifiee in (a) between the
open and shaded histogram shows the contribution by theioatohal background
in the signal sample.

6.2 Further Cuts Under Consideration

In this section, the effects of three further cuts on the eselection procedure are investi-
gated. Since these cuts are not suitable to effectivelygaihat background contributions,
they are not chosen to be used in this analysis.

Angular Cut between the ¢ Meson Direction and the Track Direction of the Pion
from the D Meson Decay

In the selection algorithm, an angular cut is applied to thening angle of track pairs
in the search for @ meson candidate. Furthermore, angular cuts are also dppltee

p and af meson reconstruction. The suppression of the backgrouniilotion using
such an angular cut on the opening angle defined bytimeson candidate’s momentum
and the direction of an additional track to be combined Bganeson candidate has been
analyzed.

Figure 6.20 shows the opening angle betwegnmeson candidate’s momentum di-
rection and the direction of an additional track assumedet@ Ipion from the signal
DZ decay. In the histograms on the left hand side all track gaisused. A cut value
AR~ 0.7 looks reasonable. The plots on the right hand side showatme slistribution,
but with the entries restricted to acceptegd candidates. The large combinatorial back-
ground contribution is already effectively suppressed thenselection cuts applied. In
particular, entries witlAR > 0.7 are efficiently rejected. Therefore, this angular cut is no
applied in the current analysis.
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Figure 6.22: Transverse decay lengthy (a,c) and its error (b,d) for thBZ meson for track
sextuplets passing the? cut (6.24) obtained from thB2 — D a; (a,b) andbb —
u6X (c,d) data samples.

Cut on Impact Parameter

The three-dimensional impact parameter ofﬁé‘?—:decay vertex w.r.t. the reconstructed
primary vertex is calculated. The distribution is presdrite Figure 6.21. Since there

are no tails for the combinatorial background contributiathin the signal sample as

well as for the inclusive background data samples, no futithekground rejection can be

reached without cutting into the signal region. Therefogcut on the impact parameter
is applied.

Transverse decay length of thdds meson

The transverse decay length of th&¢ meson is smaller than the transveE%@ decay
length. The transverse distandg, (Ds) of the %;0 decay vertexDZ origin vertex) to
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Decay Sim. | Triggered | Rec. Events| Rec. Events
Channel Events | Events for 10 fb—!
(AN (Triggered) | (Triggered)
B - Dga; | 98450| 27118 5254 3074
B} —DJa; | 50000 13546 1074 <1903
BJ—D-aj | 50000/ 7006 27 20
BY — D ~a; | 100000/ 27088 666 805

Table 6.7: Number of events for the diﬁererﬁig-decay data samples as obtained from the event
selection process. The trigger conditibvi. 1MU06+LVL2DsPhiPi (RoI) is applied in
column four and five (triggered). The number of reconstaieteents for an integrated
luminosity of 10 fb ! is calculated using the cross section as given in Table 4.1.

the DE decay vertex is in the order of the erra(dy,(Ds)) as shown in Figure 6.22.
Therefore, no cut is applied to the transverse decay lerfgtredZ meson.

6.3 Event Yield Expected

6.3.1 Signal and Exclusive Background Decay Channels

The number ogéocandidates expected for each of the fB@fdecay channels is summa-
rized in Table 6.7. The decay channel is listed in the firstiecwl of the table. The second
column shows the number of fully simulated events of each dample. The number

of triggered events which are events passingLiViet MUO6+LVL2DsPhiPi (RoI) trigger
condition is presented in column three for all events analaran four for events passing
the selection cuts. Scaling the number of reconstructedraggkred events with the ap-
propriate cross section of ea@-decay channel leads to the number of events expected
for an integrated luminosity of 10 fi given in the last column.

Figure 6.23 shows an overlay of the invariant mass spectraifmered and recon-
structedééo events of aIIBg-decay channels. In order to be able to analyze the shape of
the background contribution, the tight mass cut (6.28) isapplied. For the contribu-
tion of theBy — D¢ a; data sample, the upper limit on tB§ — D a; branching ratio
is used (see Section 4.3.1). The distribution of the inv&nmaassy; (KK ittt ix of the
BY — D;*af data sample is shifted systematically to smaller valuess iBhcaused by

the DX — Ds®/y decay. Both the® and they are missing in th&.° reconstruction,
which leads to missing momentum and thus to the observed shéss

6.3.2 Inclusive Background

The limited number of combinatorial background events dussllow to give a reason-
able estimate of the signal to background ratio. Even enhgribe number of inclusive
background events by using the additional inclusive bamkgd data samplds — p4Xx
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Figure 6.23: Invariant mass distributions for signal and exclusive lgaolind channels using the
trigger conditionLVL1MUO6+LVL2DsPhiPi (RoI). For theB] — Da; channel, the
current upper limit of the branching ratRf — D5 a] is used.

andcc — u4X does not lead to a reasonable estimate.

Three events of thbb — u6X data sample (242 150 events) pass the selection cuts
including theLVL1MUO6+LVL2DsPhiPi (RoI) trigger condition, but none of the available
events of thebb — u4X (98 450 events) andc — u4X (44 250 events) data samples.
None of the three reconstructed events contain either alseyent nor an event of an
exclusive background decay chain. The selection of these #vents is based on random
combinations of tracks mimicking a signal decay.

However, the statistics of only three events does not alloeliable estimate of the
background contribution. Therefore, it needs to be detaethiwith real data. For this
purpose, the shape of the background contribution in theriamt mass spectrum outside
the signal region has to be analyzed. If the background iboniton is found to be too
large with the presented cut values applied, some cuts wétrto be tightened. This
has the disadvantage that the number of signal events iseddis well. The statistical
significanceS (see Section 7,2) which has to be maximized is

S
V/S+B

with the number of signalg) and backgroundg) events.

Two strategies are useful to reduce the fraction of combiratbackground events.
The first strategy limits the number of reconstruqt:edndaiE mesons per event by e.g.
increasing the minimum required tragk of tracks in search foaf candidates. This

reduces the number of track sextuplets, which are probeoirtain aﬁéodecay topology.

S x

(6.31)
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pT Rec. Events| Rec. Events| Rec. Events| Rec. Events | Rec. Events

B —Dgaf | B —D{a; | B}~ D a | B?—D:iaj | bb— pu6X

[MeV] [%] [%] [%] [%6] [Events]

> 500 100 100 100 100 3

> 750| 85.0+05 | 820713 815758 743+ 1.7 1

>1000| 70.2+0.6 | 65.67 12 59339 | 57.8+1.9 0

>1250| 58.2+0.7 | 52.0+15 | 59.3739 | 47.0+1.9 0

>1500| 48.6+0.7 | 425+15 | 59.37%7 | 39.7+1.09 0

Table 6.8: Percentage of triggered events passing the selection gwtarping the trackpr cut
used in the search f@" candidates. The default cut valuegs >500 MeV. Because
of the small fraction of inclusive background events pagshe selection cuts, the
number of events is given instead in the casblof> u6X.

The second strategy reduces the numb@s%andidates by tightening the cuts applied to

track sextuplets passing tﬁé)vertex fit. The most promising adjustments of selection cut
values are discussed in the following paragraphs in the sades as they are explained
during the selection procedure.

Minimum Track pt of Pions from af Meson Decay

The combinatorial background contribution is expectededelnger in the lowpr region,
because the number of reconstructed tracks rapidly dexsedth increasing transverse
momentum. Therefore, the large number of reconstruaﬁéatandidates per event is
reduced by increasing the transverse track momentum cuteseptlypr > 500 MeV
((6.13) and((6.18)) which is used in the searchdﬁrcandidates.

The number of events passing the selection cuts for diftgreout values is presented
in Table 6.8 for theBg-decay channels as well as for thie — p6X decay channel. By
using apr cut value of 1 GeV, no event from tH# — u6X data sample passes the
selection cuts anymore. In order to estimate the expectiattion factor for the inclusive
background decay sample as well, the number of entries vanelnalyzed is increased

by using track sextuplets passing thé cut (6.24) of the vertex fit instead of usifﬁio
candidates. Figure 6.24(a) shows the expected reductmarfaoth for signal B2 —

Ds a7, truth matched candidates) and inclusive backgrobha+ 6X) events including
statistical errors. For a minimum transverse momentupraf 1.5 GeV(77.975¢) % of

the track sextuplets of tHab — Lu6X data sample are rejected while only a reduction of
(51.0+ 0.6) % is observed for the truth matched sextuplets of theasigpmple.

Minimum Reconstructed Proper Time of@soMeson

The probability that a fakgéo candidate is reconstructed, decreases rapidly with iserea
ing the minimum lifetime required. Therefore, an increathe minimum proper time
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cut 7(BY?) of %;0 candidates reduces the combinatorial background cotisibas shown
in Figure 6.14.

The expected reduction for different cut values appliet(&f) is summarized in Ta-
ble/6.9 for events from the signal, the exclusive backgramtithe inclusive background
(bb — u6X) data samples. By applying a proper lifetime cutr¢8l) >0.5 ps, no event
from thebb — u6X data sample passes the selection cuts. The small numbeiagiire
background events passing the selection cuts does not geasanable estimate of the
reduction of thébb — u6X data sample. Therefore, the reduction of signal events ks we

as forbb — u6X events is estimated using the track sextuplets passinﬁé?hertex fit
cut (6.24) as presented in Figure 6.24(b).

The reduction of the inclusive background contribution hising the minimum re-
quired proper time (BY) is larger than the reduction which is reached by the incrkase
track pr cut as described in the previous section, e.g. the fracfimlack sextuplets of the
signal decay passing a cutofB) >0.5 ps is (94.8t 0.3) %, whereas onl§53.8 " ;77) %
of track sextuplets of theb — Lu6X data sample are accepted.

Cuts on@soand DZ Decay Length Significances

The decay length significanceg¥(B2) anddg¥(Ds) are defined as
i chy(BY) i dxy(Ds)
Sigrp0y __ “XY\Ps Sig _ XY\—s
dxy (BS> dey(B(S)) and de (DS> dey(DS) , (6.32)

with the transverse decay lengty and its erroroy,, .
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7(BY) | Rec. Events| Rec. Events| Rec. Events| Rec. Events | Rec. Events
B - Dgal | B —D¢a; | BS —Da | BY—Di aj | bb— u6X
[ps] [%] [%] [%] [%] [Events]
> 0.4 100 100 100 100 3
>0.5| 947+03 | 916728 9267¢% | 89.2+1.2 0
>0.6| 88.5+04 | 83473 88.9"23 7977312 0
>0.7| 83.3+0.5 | 76.3£1.3 | 81553 72.94+ 1.7 0
>0.8| 784+0.6 | 709+1.4 | 77.8°%3 65.5" 15 0
>0.9| 73.2£0.6 | 66.3"7% 741755 58.7+ 1.9 0
>1.0| 69.0£0.6 | 61.5+15 | 704750 | 54.1+1.9 0
>11| 64.9+0.7 | 56.8+15 | 66753 50.5+ 1.9 0
>12| 61.3+0.7 | 52.2+15 | 59353 | 46.5+1.9 0
>13| 57.1+0.7 | 49.3+15 | 556733 | 43.1+1.9 0
>1.4| 535+0.7 | 456+15 | 519735 | 404+1.9 0

Table 6.9: Percentage of triggered events passing the selection gutarping thet(BY) cut.
The default cut value is(BY) >0.4 ps. Because of the small fraction of inclusive
background events passing the selection cuts, the numisseots is given instead in
the case obb — u6X.

During the offline selection procedure, the transverseydkagth odey(Bg) is only

required to be positive. No tighter cut on tﬁé) decay length significance or a cut on
theDZ decay length significance are considered as already dst¢sse Section 6.1.6).
However, such a cut would efficiently reduce the combinatdrackground contribution
as presented in Figure 6.25(a). The percentage of triggareats passing the selection
cuts for theBg-decay channels is given in Table 6.10(a) as well as the nupftevents
for thebb — u6X data sample.

With a similar signal reduction, the reduction of combinatbbackground by using a

cut applied taj%}g(Ds) is smaller than fod%}g(Bg) as can be verified using Table 6.10(b)

and Figure 6.25(b).

Concluding Comments

The methods described above reduce the inclusive backgroamtribution much more
than the signal contribution. Therefore, they are suitéblsuppress efficiently the in-
clusive background contribution with the disadvantageediucing the number of signal
events as well.

The background contribution needs to be determined withd&a. In the case that
the background contribution is found to be too large, thetraogable strategy is raising
the proper time cut. Using cuts on decay length significanegaires a detailed study
of systematic effects on the proper lifetime distributioware therefore not the favored
strategy.

Raising thept cut on tracks in search fcaflt candidates could also be suitable with
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df)}g(Bg) Rec. Events| Rec. Events| Rec. Events| Rec. Events | Rec. Events
B -~ Dsal | B —D¢a; | BS—Da | BY—Di aj | bb— u6X
[%] [%] [%] [%]

0 100 100 100 100 3

2 99.96992 | 100.0°%9 | 100.0"9, 99.4753 2

4 972402 | 951728 85.2752 91.9"19 0

6 90.4+ 0.4 | 84.4+11 | 77.8"%% 79.3"12 0

8 82.1+0.5 | 74.4+13 | 74.1%][8 67.0+ 1.8 0
10 74.6+06 | 67614 | 66.7°54 57.7+ 1.9 0
12 674755 | 60.1+15 | 63.0"5% 50.2+ 1.9 0

(@)
d%}g(Ds) Rec. Events| Rec. Events| Rec. Events| Rec. Events | Rec. Events
B~ Dgaj | B}—D{a; | B}—D"a | B—D:i a] | bb— pu6X
[%] [%] [%] [%]

no cut 100 100 100 100 3
-2 99.24+0.1 | 99.6723 92.67 49 98.2752 3
-1 96.2+0.3 | 94.1+0.7 | 88.9'2% 94.4798 2
0 875792 | 84.9+1.1 | 81535 | 845+14 1

1 722+ 0.6 | 68.1+1.4 | 63.0757 707714 0

2 54.4+0.6 | 52.0+15 | 481733 | 56.2+1.9 0

3 41.2+0.7 | 38.7+15 | 37032 | 39.2+1.9 0

(b)

Table 6.10: Percentage of triggered events passing the selection gafsying a cut ordXSJg(Bg)
@) anddfg}g(Ds) (b). Because of the small fraction of inclusive backgroumengs
passing the selection cuts, the number of events is givéeadsn the case dib —

U6Xx.

the drawback of a larger rejection of signal events than ofing the cut on the proper
time. At higher luminosities, 82 meson reconstruction algorithm need to be introduced
for further rate reduction at the EF stage. In that case, wh@gplied to the tracks from
thea; decay may probably be larger than the default valuptof- 500 MeV applied in
the offline event selection procedure. Therefore, if suchnd &f cut already needs to be
applied in the trigger selection, a better signal to noisie naith the drawback of a non
negligible reduction of signal events is expected.

In addition to the three discussed cuts, two more types sfautld be varied in order
to improve the signal over background ratio. Tighter massatound the andaiE meson
masses could be applied, which also reduces the numbercmsrﬂéuctedaiE candidates

per event and therefore the number of accefﬁ?cbandidates, too. Furthermore, the
angular cuts are set to a fixed cut value. Since the openin afigwo tracks in a
decay depends on the Lorentz boost of the mother particléhenefore on the transverse
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Figure 6.25: Reduction of the number of track sextuplets passing(ﬂmjt (6.24) with increasing
the transverse decay length significand%g(Bg) (@) anddf;g(Ds) (b). The entries
for theB? — Dy a] data sample are truth matched, whereas the entries tbthe
U6X sample are due to random combination of tracks.

momentum of the reconstructed tracks, all angular cutgdcalsb be mader dependent.
The introduction of such @r dependent cut would require a detailed study to exclude
systematic effects.

Since the background reduction obtained by the cuts destiibthe previous sec-
tion already efficiently reduces the background contrdoutthe expected gain of these
additional cuts are not studied in detail.

6.4 Flavor Tagging

The flavor tagging oBS mesons uses a Soft Muon Tagger as introduced in detail in Sec-
tion[3.4. A flavor tag is provided by the charge of the muon lighlargest reconstructed
transverse momentum. The tagging algorithm used i8FevourTagger [151] inte-
grated in thesphys package within the software framework Athena (release 12).

This tagging algorithm provides access to a user-specifigmhroontainer and selects
the reconstructed muon with the largest transverse momreasithe tagging muon. For
the purpose of this thesis, the muon contatetcoMuonCollection [85] is chosen.

The transverse momentum spectrum of all muons obtainedtlenvIC truth infor-
mation is shown in Figure 6.26(a), separately for posijiegld negatively charged muons.
The step in the distribution is due to a muon cupgf ) >6 GeV applied during the event
generation process. The majority of muons with very lowgkemse momenta originate
from the detector simulation process including kaons andgdecaying in flight, which
can be validated by comparing this figure with fhe (1) distribution from thé MC truth
information obtained from the event generation processEsgure 5.2(a)). Ther spec-
trum of reconstructed muons is shown in Figure 6.26(b). Blaettansverse momentum
region is suppressed, since the reconstruction efficienegry low forpr (1) < 4 GeV.
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Figure 6.26: Transverse momentum spectrum of muons from the MC truthmmdtion (a) and
from reconstructed muons (b) obtained from Bfe— D a; data sample.
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Figure 6.27: Transverse momentum spectrum of the muon with the highe@,c) and number of
muons per event (b,d). The upper plots are obtained from tB&mvth information,
whereas the lower plots contain reconstructed muons.

The transverse momentum spectrum of the tagging muon isnquexsin Figure 6.27.
The mean transverse momentum is larger forlthe— u6X data sample than for the
signal sample. This is caused by th&PhiPi trigger condition the events have to pass.
This systematically favorbb — u6X events, which contain a large number of tracks,
since the probability to pass tlePhiPi trigger condition is higher for events with a
large number of tracks (cf. Section 6.1.3). Consequeriigsé events have on average
a larger overall amount of transverse energy, which leadedabserved difference in
the transverse momentum spectrum. This effect is confirnyeghlalyzing the number
of muons per event, which is also larger for thie— p6X data sample. On average,
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Figure 6.28: Pseudorapidity distribution of all reconstructed muonthef82 — D5 a; data sam-
ple. The low reconstruction efficiencies aroumd- 0 andn ~ +1 are caused by the
geometric detector acceptance and support structures.

~ 1.2 muons are reconstructed out 058+ 0.01 muons for th&? — Dy a; sample and
4.39+ 0.03 muons for théob — pu6X sample per event. Most of the non reconstructed
muons have low transverse momenta or originate from a regpbelose to the primary
vertex as explained above. The pseudorapidity distributicall reconstructed muons is
shown in Figure 6.28.

None of the samples are generated taking effects of neB&mnieson mixing into ac-
count. In order to estimate a realistic wrong tag fractiariuding the oscillation process,
the BFlavourTagger provides the possibility to simulate this process by ushegg¥C
truth information. Effects of the mixing are introduced madyzing the ancestors of the
tagging muon. In the case, thaBa meson is found, the flavor of the muon is swapped
by using the time-integrated mixing probability (see elg) [

Xa= J 190~ at _ %t
U Jgg- O dt [ g 0 dt 204+

(6.33)

using definition [(1.39) fodgqi(t)}z. The mixing parametex, and the asymmetryg
have been defined in Equation (1.32). The quangitis also expressed by the fraction of
Branching Ratios (BR) 0B} meson decays as

BR(BY — BY — p~X)

= 6.34
Xa= TBR(BI = pEX) (6-34)

The values foBY andB2 mesons are [1]
Yg=0.188+0.003 and xs— 0.49924+ 0.00003. (6.35)

The results for the tagging efficieney,g as well as for the wrong tag fraction are
presented in Table 6.11. The wrong tag fraction is given othout (column five) and
with (column six) artificially introduceﬁg meson mixing.
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Channel Type Fraction Efficiency Wrong Tag Wrong Tag

of Events Etag Fraction [%] | Fraction [%]
[%] [%0] (no mixing) (mixing)

B — Dgya/ Al 100 95.93+ 0.06 | 1174513 | 21.05+0.13
Triggered| 27.54+ 0.14 | 98.55+ 0.07 | 14.74+0.22 | 23.91+ 0.26
Selected| 5.33+0.07| 98.46'075 | 14.940%%° | 23.724+0.60
B — Dda; All 100 95.95+ 0.09 | 114091 | 21.31+0.19
Triggered| 27.49+ 0.20 | 98.55+ 0.10 | 14.53+ 0.30 | 24.47+ 0.37

Selected.|  2.1479%7 | 98.42/33° 14,5714 2488713
B} — D-aj Al 100 96.02+0.09 | 11.39913 | 21.04+0.19
Triggered| 14.01721¢ | 98.63°913 18.487237 | 26.64+0.53
Selected| 0.05+0.01| 96.302% | 4231333 | 50.00+9.45
B — D af Al 100 95.96+ 0.06 | 11.60+ 0.10 | 21.14+ 0.13
Triggered| 27.09+ 0.14 | 98.58+ 0.07 | 15.37+0.22 | 24.75+ 0.26

B Selected| 0.67+0.03| 980793 | 18.06'153 24.89° 111
bb — p6X Al 100 96.47+ 0.04 | 49.97+0.10 | 49.87+0.10
Triggered| 3.21+0.04| 98.53°21% | 50.70+ 0.57 | 50.87+ 0.57
bb — p4X Al 100 92.282% | 49.91+0.17 | 50.14+ 0.17
Triggered| 1.50+0.04| 98.7872%% | 48.59+ 1.31 | 49.49+ 1.31
cC — u4X Al 100 92.07+ 0.13 | 50.42+ 0.25 | 50.49+ 0.25

Triggered| 1.95+0.07| 98.26'95% | 47.82172 4747102

Table 6.11: Tagging efficiencies and wrong tag fractions for the différdecay channels, pre-
sented for three different analysis stages: all simulateats, all events passing the
trigger conditionL.VL1MUO6+LVL2DsPhiPi(RoI) and events passing the selection
cuts. For the inclusive background decay channels, no nisfitleevents passing the
selection cuts (‘selected’) are given due to too littleistais. The errors are statistical
only.

For each of the data samples, the tagging efficiency and wiamdraction are ana-
lyzed for three different types of event selection. The fiost contains the results for all
generated events and the second row is showing resultsdotsepassing the trigger con-
dition LVL1MUO6+LVL2DsPhiPi (RoI) (triggered). The results in the third row are made
from triggered events passing tBg selection cuts (selected). For each data sample, the

fraction of triggered as well as of selected events w.l.ewants are also given.

A tagging efficiency of~ 96 % for all Bg decay channels is achieved, because each
simulated event contains a muon witho(p) >6 GeV. The tagging efficiency is some-
what larger for thebb — u6X data sample due to the higher average transverse mo-
mentum of the tagging muon. For the same reason, the tag€iogrecy is smaller for

thebb — u4X andcc — u4X data samples. Applying the trigger conditibvi.1MU06+
LVL2DsPhiPi (RoI) increases the tagging efficiency for all samplesig~ 98.5 %. No
change in the tagging efficiency is observed for events pgdke selection cuts.
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The observed wrong tag fraction increases by about 3 % fogdred events w.r.t.
all events generated. As tlePhiPi trigger condition applies a cut of 1.4 GeV to all
reconstructed track candidates, the averagef B mesons of triggered events increases.
This leads to the observed difference of the wrong tag fractbecause the wrong tag
fraction is known to increase with larger transverse moumanof theB meson [125].
For the inclusive background decay channels, a wrong tatjéraof 50 % is observed as
expected.

The wrong tag fraction for signal events passing the s@eatuts is computed to
(23.724+ 0.60) % includingzsg meson mixing. The wrong tag fraction for selec@jﬁ
D~a; events is larger, because the fraction of events with a tnatchedB? candidate
is only (52+ 9) %. The non-truth matched events have at least one tradiaaged
with one track from the remaining reconstructed tracks winmay swap the flavor of the

selecte(féo candidate. For the same reason, the wrong tag fraction @he D} ~a;
decay channel is also increased compared to the wrong ttgfraf the signal sample.
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Prospects to DetermineAmy

This chapter presents the prospects to determine theaismillfrequencyAms by apply-
ing a fit to a likelihood function, which is described in thesfisection. In the second
section, the amplitude fit method is introduced, which isdugeobtain limits. The ex-
pected measurement limits as well as the expected accsiraCihe measurement for
different luminosities are presented. This includes thauation of systematic effects on
the measurement. The chapter closes with an analysis ofppatféects.

7.1 Likelihood Function

The determination of thBY oscillation frequencyAms uses a likelihood function, which
Is introduced in this section. B

The probability density functiorPpix(to), that an initialB} (B3) meson ¢ = d,s)
decays as 88 (Bg) meson at a proper timg after its creation, has already been given
in Equation((1.41). The second probability density funttRynmix(to) in this Equation
implies that thesj) (BY) meson decays &) (BY) conserving their flavor. Both probability
density functions are written as

ra— (A—gq)z ATt
Py(to, Ho) = Z—Fq g Talo. (cosh%o + Ho - cOg Ay -to)) (7.2)

by introducing the parameteg € {—1,+1} with

Pq(to, —1) - Pmix(to) and Pq(to, +1) - Punmix(to) . (72)

Proper Time Resolution

The proper timdg given in Equation/(7.1) cannot be measured directly withetkygeri-
mental apparatus and is diluted to a reconstructedttyxiey experimental effects. There-
fore, the probabilityPq(to, o) has to be convoluted with the detector resolution function
Reg(tredto), resulting in

1 (e e}
Qg (trec, o) = N /Pq(tO,IJO> -Reg(tredto)dlo , (7.3)
q
0

115
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Figure 7.1: Proper time resolutioe.—tg obtained from th@Q — D;af data sample. The distri-
bution is fitted (red dashed line) with a sum of two Gaussiarttions with the same
means. The two coarser dashed lines (green dashed lineg)tsbdwo Gaussian
functions separately.

using the normalization constant

Ng = / / Pa(t, o) - Resy (tredlto)clt’ | ct . (7.4)
tmin 0

The minimum proper timénin = 0.4 ps corresponds to the proper time cut (6.25) applied

during theﬁ?fs0 selection procedure. This resolution function cannotalliyedbe measured
with real data (see Section 7.6.9). Therefore, the effetthe analysis have to be ana-
lyzed in detail and will be attributed systematic errors.

The detector resolution of seIect@éP candidates obtained from the simula&®l—
Dsa; data sample is presented in Figurel 7.1 showing the proper rsolutiortyec —
to. The distribution is parametrized with a sum of a double€3&an function. Both
Gaussians have the same méanThe parametrization reproduces the observed shape
well. The choice to use this parametrization has the adganthat the convolution (7.3)
of the resolution function

fy _ ((trertogftu)z 1—f - ((trerto;*tu)2
Reg(treclto) = e 20 + e 203 7.5
Hlledlo) = o o2 (7:5)

with the probability density functiofPq(to, Lo) can be computed analytically, which is
faster than using numerical methods. The parameters @otdiom a fit to theB? —
Ds a; data sample are shown in Table 7.1.

Wrong Tag Fraction

The wrong tag fraction is another effect which has to be takenaccount. The flavor of
a88 meson is tagged by a flavor tagger. This leads to a certaiepige of events which
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Parameter Value

Meant,, ( 63+£14)fs
Fractionf; | ( 58.9+£5.5) %
Sigmaos ( 72.3+£3.6)fs
Sigmao» (147.9+6.6)fs

Table 7.1: Parameters of the resolution function Rés|to) as obtained from a fit to thB? —
Dg a; data sample.

are wrongly tagged. The wrong tag fractiag has been analyzed for each data sample
in the last chapter. Therefore, the experimentally obgskeprebability density function
becomes

Gq(trec M) = (1 — &) - Qg(trec, M) + Wy - dg(trec, — M) - (7.6)

Here, the parametey is replaced byu in order to indicate that the flavor tag is deter-
mined by a flavor tagger with an associated wrong tag fractipn

Combinatorial Background

In addition to the contributions ng andB meson decays, the data sample of real detec-
tor data also contains a combinatorial background corttabuwhich does not oscillate.
The probability density function of such a contribution Eses with time according to
an exponential decay. Since the mixing probabiliy & —1) is equal to zero for the
combinatorial background, the probabili®(t, o = £1) is written as

r
Peo(t, Ho) = %b'e_r”’t'[l-i- Ho] (7.7)

using the decay timE., and setting the values &ms andAr s in Equation (7.1) to zero.
However, the wrong tag fraction due to random combinatiotratks iscw.,, = 50 %,
since a random combination of tracks is uncorrelated vaiflavor tag. This leads to a
significant observed mixing probability. Adding a wrong fagction to this probability
density function results in

) My
Gen(t, 1) = 7°b-e Tt [14 p(1—2- )] (7.8)

with the factorD = (1— 2- w) commonly known as the dilution factor.

Construction of the Likelihood Function

Each of the three distributiong, (¢ = d, s, cb) previously described need to be consid-
ered with its fractionfy on the total sample. Therefore, the complete probabilitysitg
function becomes

pdf(trec, 1) = Z fy - Gy (trec, M) (7.9)
g'=s,d,cb
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Figure 7.2: Effects diluting the true proper time distribution thm2®" = 17.77 ps! and an inte-
grated luminosity ofin; = 10 fb~ (see Section 7.4). The first plot (a) shows the true
proper time distribution in the case of mixed events. The proper time distribution
is diluted successively by the proper time resolution oftkgerimental apparatus (b),
by adding a wrong tag fraction (c) and by adding backgrourehtsv(d). The plots
are produced using ISBsFitter introduced in Section 7.3.

The fraction of each contribution has to be determined expantally by fitting shape
templates to the corresponding measured invariant masgape

In order to increase the available event statistics, diffedecay channels are com-
bined by computing a probability density function ﬂS(tteC,u) for each channek. In
particular, the decay channd®§ — Dg " andB2 — D3 af will be combined to deter-
mine theBY oscillation frequencyAm,

By multiplying the probability density functions for eachemt and for each decay
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channel, the likelihood for the total sample is obtained as

Neh Ntle(v

L(Ams, AT g) = df¥(treci, i) 7.10
(Amg >k|:|li|:|p(qu) (7.10)

with N¥, denoting the number of events for decay chatuel

This likelihood function is a function of the parametéms andAl's as well as of
parameters measured for each event, which are in partit@a@aeconstructed proper time
and the flavor tag with its associated wrong tag fraction. fEmeaining parameters like
Amy and the decay timds; are taken from reference tables [1]. The valuebgis set to
zero per default until explicitly stated. Sin&€ s could be sizable (see Section 1.3.5), the
effect on the measurement is determined in Section 7.6.6n&imizing the likelihood
function, the value oAmg is determined.

The influence of the different experimental effects is sumized in Figure 7.2 show-
ing the proper time distribution diluted by different ddtaceffects. The true proper time
distribution considering no experimental effects for @gdlagged as mixed shows a clean
oscillation signal. This signal is diluted by the limitedpeer time resolution of the detec-
tor, corresponding to a dilution factor f = (31.94+2.1) %. The dilution is determined
by fitting the distributions with the empirical function

~ |

f=A-e7-(1-D-cogAms-t)) . (7.11)
By adding a realistic wrong tag fraction af = 23.72 % for theB? — D3 ai data sample,
w = 22.3 % in the case oB? — DZ " [125] andw = 50 % for the expected inclusive
background contributions, this dilution worsense= (10.1+ 1.4) %.

7.2 Amplitude Fit Method

The amplitude fit method, based on a likelihood, is used tainlsensitivity limits, since
a naive maximum likelihood fit fails to provide reasonablafadence levels [152]. For
this method, an additional amplitude factdris added in Equation (7.1), leading to

re— (%)2 ATt
Pq(to, Ho) = Z—I'q g Talo. (coshL0 + A HpcogAmy -to)) (7.12)

2

Consequently, the likelihood given in Equation (7.10) isdified toL(Ams,Al's, A). In-
stead of fitting for the value ofms directly, the amplitude4 is now determined for
different fixed values oAmg by minimizing the modified negative logarithmic likelihood
(log-likelihood) and fixing all other parameters. This pedare provides the fitted ampli-
tude.A as well as its statistical errar, for a givenAmg value.

Essentially, the amplitude corresponds to a normalizedi€&oamplitude. In the re-
gion far off from the real value odAmg, the amplitude is equal to zero, whereas the am-
plitude is one for the real value dims. Therefore, in a diagram showing the proldeds
values vs. the the fitted amplitude, the cormset value shows up as a peak.
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Obtaining Limits

The determination of the oscillation frequenigns described above is difficult, because
with growing values ofAmg, the statistical erroo 4 of the amplitude fit increases as well,
mainly due to the finite proper time resolution of the expemtal apparatus.
Using the amplitude fit method, the@8Confidence Level (CL) limit is defined as the
value ofAmg, for which
o4=1/5. (7.13)

A 95 %/ CL is defined similarly to
04 =1/1.645. (7.14)

Whereas the &/CL|limit is also referred to as thedbmeasurement limit, the 95 % CL is
also called the 95 % sensitivity of the measurement. Botltdiare derived later in this
chapter.

Statistical Significance

The expected significancg of an oscillating signal corresponding to a vallues has
been derived by [152] to

S Etag- D?
S~ s\ 2 o (ama)/2, (7.15)

with the number of selected signal evegsthe number of background everiés the
dilution factorD = (1—-2- w), and the tagging efficiencstag. The quantityS decreases
rapidly with worsening proper time resoluti@r.

7.3 Program/ISBsFitter

The Monte Carlo programér (Innsbruck SieﬁrFitteﬂ) is used to determine
the prospects of measuring the oscillation frequefwy. It consists of two parts. The
first part generates events, which resemble real data as asupbssible. The output
data stored contain only values which are also availableah data. The required in-
put parameters as described in the next section are obtmoradlistributions of the full
detector simulation process (see Chapter 6). In the secamafthe program, the nega-
tive logarithmic likelihood (log-likelihood), which is enputed from the data of the events
simulated in the first part, is minimized. An amplitude fit aslvas a direct log-likelihood
fit for Amg are available.

Making use of the event generation performed in the first giatte program has the
advantage that input parameters can easily be changeduvitbpending on the time con-
suming full detector simulation process. These are in @adr the oscillation frequency
Amg as well as the total number of events simulated.

Within the context of this thesis, a modular version of IS&sF has been imple-
mented using the programming language C++. It is based orséouwedeveloped by the




7.3 Program ISBsFitter 121

Z 14; I T E 3 F k‘ T T I B
> I Bs-Dsa; 1 5 g e B.—~Ds,
121 E PIE E
E ¥4 3
L - - ] qw_-’ = Mﬂ B
10 - . 4% = ¢ L 4 1
r ——_ I= W ] wor H*'-H ! il
8- = 10 iy .
| T
4} 1= “ 7. =
: é |

C _— - — | T T TS IO SN TS I 1 S 11 T I

00 9. [pslcm] 0 10 0 2 4 6 8 10 12 14
To to [ps]

a) Correlation coefficient: 1.245 % b) Mean life time:(1.5994 0.024) ps
p

Figure 7.3: Distribution of thegr factor vs. the true proper timig of selectedB? candidates
(a) and true proper time distribution of selecficandidates (b). The proper time
distribution is fitted with an exponential decay functionotB Figures are obtained
from theB2 — Dg a; data sample.

group at the University of Innsbruck, written in the programg language FORTRAN.
The complete functionality of the FORTRAN version has beangferred to C++ and
extended.

The two parts of the program are explained in more detail enftiiowing sections,
starting with the event generation.

7.3.1 Event Generation

The event generation process aims at generating eventsider sis possible to real data.
For each event, the generation process starts with two @ralmt input parameters, the
true proper timdg and the truay-factorgro. The latter is a kind of boost factor defined
by

m(Bg)
c-pro(BY)’

using the nominaB? meson mass(BY), its transverse momentummrg (BY), and the

speed of lightc. The event selection process does not introduce a cooelagtween

both variables as verified in Figure 7.3(a), which shows adwoensional histogram of
the gro factor and the proper tintg.

The true proper time is generated at random according to ponextial decay. The
proper time distribution of select&f candidates obtained from tB§ — D5 a; channel
is shown in Figure 7.3(b). The fitted mean life time agree$he generated value of
T=1.611ps.

The truegro factor distribution of selecteB? candidates is given in Figure 7.4(a).
However, the properties of this histogram are not used asput distribution. A fit to
the pro (BY) distribution of Figure 7.4(b) is taken instead, becausesthape of thero

Jro = (7.16)
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Figure 7.4: The plot on the left (a) shows the trgeg factor distribution, which is calculated from
the trueprg distribution presented in the right plot (b). Both disttiibns are obtained
for theB? — Dg a] decay channel.

Parameter Value

p%, ( 24.07£0.47 )GeV
p1 ( 20.51+0.25 )GeV
Aexp ( 1141+83 ) GeV
M (0.0728+ 0.0025 ) GeV'?!
fs ( 014+026 )%

A2 (0.0092+ 0.0121) Gev'!

Table 7.2: Parameters of thpro (BY) distribution as obtained from a fit to tie — Dy a; data
sample.

(BY) distribution can be described more easily. The(B?) distribution is parametrized
by a parabola function in the lowyro region crossing over into a sum of two exponential
functions atp?, as defined by

} _ 2 f 0
1:(IOTO):{DO (pro— P1)%+ p2) or pro< p%, 717

Aexp’ (e‘Al'pTOJrfz-e‘AZ'pTO) for pro>p%y

with fo > 0. Two parameterspp, p2) are determined by the condition that the function
has to be continuous and continuously differentiablp%t The second exponential term
(f2,A2) is needed in order to describe the highregion. Without considering this term,
this region, which corresponds to the l@#g part, is underestimated. The parameters,
obtained by the fit for th&2 — Dg a; decay channel, are given in Table 7.2.

From the valuesg andgro generated for each event, the true decay lewmigjh is
calculated as

dyyo = to/gr0 - (7.18)
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Figure 7.6: Error of the transverse decay lengtfid,y) (a) for the BY — Dsa; decay channel
obtained from the vertex fit procedure. The decay lengthluésa (b) has an RMS
of (0.161+ 0.001 ) mm.

In the next step, the detector effects are taken into accdlme generated valud,o
is diluted using

Oxy = Oxyo + 0 (Gxy) - (Haxy+ Taxy- Q) , (7.19)

with Q denoting a random number according to a Gaussian disoibwtith a sigma
equal to one. The meamyy and sigmadgyyy parameters are taken from a fit of a Gaussian
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Figure 7.7: Fractional resolutions of thegr factor (a) and of the transverse momentpsg (b) for
theB2 — D5 a; decay channel.

function to the pull distribution

Oy — Gy
0 (dyy)
of the transverse decay length. The distribution obtaimenhfthe fully simulated data
of the B — Dsal decay channel is shown in Figure 7.5. This figure also shows th
distribution of the erroo(dyy) of the transverse decay length, which is used to generate a
0 (dxy) value at random in (7.19). Therefore, tiédyy) distribution is parametrized with
a Gaussian function going into an exponential decay funta*t@gxy. In order to improve
the reproduction of the observer(dyy) distribution, two Gaussian functions are added.
The result of the fit is presented in Figure 7.6(a), the resmiwbtained for the decay
lengthdyy in Figure 7.6(b). Since thay,, values are computed by the vertex procedure,
the' MC a(dyy) distribution will have to be compared to tiogd,,) distribution measured
in real data from the detector.
For the next step, the fractional resolution of tefactor,

= Hdxy+ Odxy" Q (7.20)

gr —gro — UUgT + TgT - Q (7.21)
gro
is used to smear the generatg@ value as defined by
g1 = 9gro- (1+ HgT + OgT - Q) . (7.22)

The fractional resolution of thgr factor obtained from th&2 — Dg aj data sample is
fitted with a Gaussian shape as shown in Figure 7.7. The dikdtiesdyy andgr are
used to compute the reconstructed proper time as

trec= Oxy- OT - (7.23)

For each event, the four variablgg., gr, Od,, and the flavor tagt are saved. These
variables are passed to the log-likelihood fit describetiértext section.
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Parameter | BY Meson | BY Meson
Massm [GeV] 5279.4 5367.5
Mean lifet [ps] 1.530 1.466
Am[ps] 0.507 see text
AT /T 0 0

Table 7.3: Nominal parameters of thBS andB? mesons. The values are used as input to the
ISBsFitter event generation process.

Likelihood Fit

The second part of the ISBsFitter program provides the ikagjihood fit as described
previously in this chapter (see Section|7.1). It reads thiabkes generated for each event
by the first part of the program. The amplitude fit method a$ &g direct log-likelihood
fit of Amg are available. The negative log-likelihood is minimizethgshe Minuit [153]
interface provided by ROOT [144]. The statistical erogr(one standard-deviation) on a
variablex as determined by a log-likelihood fit is defined as the diffiess

Ox = |Xmin — X01,2| (7.24)

with Xnin denoting the positior at the minimum log-likelihood.,i,. The two positions
Xo1,2 are defined via

log(L(X51,2)) —109(Lmin) = 0.5. (7.25)

MINUIT provides thelIGRAD andHESSE [153] algorithms to determine the standard
deviation for the varied parameters of the log-likelihooddtion. Since these algorithms
are based on the second derivative of the log-likelihocal ginors obtained are symmet-
rical. In order to obtain non-symmetrical errors, the pesgiSBsFitter contains a search
algorithm for the determination o1 ».

7.4 Determination of theAmg Sensitivity

Channel B — Dg af

For all results presented in the following, the program ISRBser is used. The numbers of
BY candidates for the different data samples obtained asideddn the previous chapter
are used as the input of the ISBsFitter event generation 4w B candidates are re-
quired to pass the trigger conditi@WL1MU06+LVL2DsPhiPi (RoI) and have a flavor tag
assigned. Since the limited number of combinatorial bamkgd events does not allow to
give a reliable estimate for this background contributisee( Section 6.3.2), the number
of background events is set to the same number as the sigeral @ntribution follow-
ing a former study [133] based on an inclusive backgroundogawf 1.1 million events.
This assumption is supported by a similar CDF analysis [66jxng a reasonably low
background level. The dependence of the measurementiggysin the background
contribution is discussed in Section 7.6.5.
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Luminosity | 50/CLILimit | 95 % CL|Sensitivity
Lint [fb~] [ps~] [ps]
2 12.36+ 0.04 23.36t 0.03
3 1451 0.03 25.04+ 0.03
5 16.9A 0.03 27.10+ 0.02
10 20.55+ 0.02 29.7H0.01
15 22.46+ 0.01 31.09+ 0.01
20 23.69+ 0.01 32.03+ 0.01
30 25.35+ 0.01 33.30£ 0.01
40 26.54 0.01 34.20+ 0.01

Table 7.4: ExpectedAms measurement limits in dependence of the integrated luntyngsg,.. An
integrated luminosity of 10 fb' corresponds to a data taking period of one year at
an instantaneous luminosity of ¥ocm=2s~1. The values are given for both decay
channelB? — Dy a] andBY — Dy rr" combined. The errors given are statistical only.

For the event generation process, a specific value for tHatiem frequencyAm2®"
has to be chosen. In order to obtain limits using the ampditlitdmethod, a value of
AmZ®" =100 ps 1 is chosen, which is sufficiently larger than can be deterthimi¢h the
expected detector resolution. This ensures, that thelantyaitude A is equal to zero in
theAms region probed. Therefore, any amplitude value found to lmezeso is caused by
statistical fluctuations. The parameters of esons which are used as input for the
ISBsFitter program are summarized in Table 7.3.

The result of the amplitude fit for an integrated luminosifyf,; = 10 fb™1, cor-
responding to a data taking period of about one year at aaritesteous luminosity of
10%3 cm~2s71, is presented in Figure 7.8. Plot (a) shows the fitted angittalue4 with
its statistical error vs. different values fins. The yellow band indicates theGld50 4 de-
viation from the central value of the amplitude fitted. Theluzd line is equal to a value
of 1.6450 4, which increases for larger values dins. The Amg value corresponding to
1.64504 = 1 (Ams = 24.1 ps 1) defines the 95 % CL sensitivity (see Equation (7.14)).
For Amg values above this sensitivity, the error on the amplitudebees large enough
that the amplitude is consistent with both, zero and one. démendence of the sig-
nificanceS = 1/04 on different values ofAms probed is presented in Figure 7.8(b).
A 50 limit of 13.9 ps! is obtained, which is below the measured CDF value of
Am®3—= 17.77 pst (cf. Section 1.3.4). The dependence of the 95 % CL sengitast
well as of the & [CL limit on the integrated luminosity is shown in Figure AR(With
an integrated luminosity of 30 f3, this 50/CL limit increases to 19.1 pg, which is just
aboveAm'¢33

Combination with B¢ — Dz i

As the S limit reaches the measured valdet@S only for an integrated luminosity
> 30 fb %, the events of the decay chan®d — Dy a; will be combined with events
of the BY — Dg ™ decay channel in order to increase the available evenstitatby

a factor of about two. The additional channel is separatghern into account in the
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Figure 7.8: Result of the amplitude fit for an integrated luminosity ©f; = 10 fb~! for the
B — Dg af decay channel. ThB? oscillation amplitude (a) is overlayed by a dashed
line corresponding to.64505. The right hand side plot (b) shows the significance,
defined as 1041, as a function ofAms.

likelihood function, see (7.10). In order to estimate lsrfior the combination of both
channels, the input parameters needed for the ISBsFittgram of theB) — Dg mr*
channel are taken from [125]. The result is presented inrEigul0. For an integrated
luminosity of 10 fb ! the 95 % CL sensitivity increases to 29.7 ps The 5o [CL limit
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Figure 7.9: Dependence of the 95 % CL sensitivity and the/GL limit on the integrated lumi-
nosity for theB? — Dy a; decay channel (a) and for a combination of Bje— D3 a;
andB{ — Dg " decay channels (b). The horizontal lineat{"®3S= 17.77 ps cor-
responds to the value measured by CDF [66]. The statisticatseare smaller than
the dot size.

of 20.6 ps! is above the measured CDF value\of'®S= 17.77 ps 2.

For this case, the dependence of the expefstaglimits on the integrated luminosity
is presented in Figure 7.9(b). The dashed line correspais®'®?s The 57 [CL limit
intersects this line at an integrated luminosity of appmately 6 fo 2. A summary of the
measurement limits obtained is given in Table 7.4.

7.5 Direct Likelihood Fit

Since in the case of the two decay chanrs— Dgaj andB{ — Dg ' combined,

the 5 [CL limit for an integrated luminosity of;; = 10 b~ exceeds the currently
measured valuAm'®3S= 17.77 ps !, the expected measurement accuracy for a direct
likelihood fit for Ams is determined in this section. If not stated otherwise exhyi the

Amg value chosen for the ISBsFitter event generation used &difect likelihood fits is
A" =17.77 ps'L,

7.5.1 Statistical Error

An estimate of the measurement precision by minimizing delikelihood is provided
by a direct likelihood fit. The log-likelihood difference

Alog(Lss) = log(L (c0)) — log(L(Am)) (7.26)

is presented in Figu a) for an integrated luminasity0 fb~!. The average log-
likelihood value expected can be derived [152] from the a@ugé A and its erroroy
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Figure 7.10: Result of the amplitude fit for an integrated luminosityf; = 10 fb~* and a com-

bination of theBY — Dy aj andB2 — Dg " decay channels. ThB? oscillation
amplitude (a) is overlayed by a dashed line corresponding6450s,;. The right
hand side plot (b) shows the significance, defined/as4, as a function ofAms.
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Figure 7.11: Result of the direct likelihood fit for an integrated lumiitgsof 10 fb~* and both
decay channelB? — D5 a; andB? — D it combined. Both plots show the log-
likelihood difference (black dotted line) as a functionis. The left hand side
plot (a) shows the log-likelihood referenced to infinity aslivas the average log-
likelihood in the cases of a mixing signal (lower red lineflaf no mixing (upper
red line). The region around the minimum is presented in idjtet hand side plot
plot (b). The twoAmg positions, which define the statistical error are marked by
dashed blue vertical lines.

using the amplitude fit method in the Gaussian approximdtjon

1 1

Alog(Loo (AM)) = <— —A) — - (7.27)
2 04

In the case that the frequency probed corresponds to thesuiléation frequency (mixing

case) the amplitude is equal to one, whereas far off fromeitaimplitude is zero (non-

mixing case). The expected average log-likelihood is floeeegiven by

1 and

% (7.28)

o5
These differences are plotted as thin lines (red) in Figutd(a). The dip in the log-
likelihood obtained aAm@®" = 17.77 ps L is clearly visible and the minimum is approx-
imately atAlog(Lint (AMs)) = —3 - =5

A zoom plot showing the log-likelihood behavior in a narrdwg region around the
minimum is presented in Figure 7.11(b). Here the log-ltketid lodL,n) is set to the
minimum in the region considered. The vertical solid lin@ates theAms value at the
minimum @mﬂ‘), whereas thé&ms values at which the log-likelihood intersects the hori-

zontal solid line defines one standard deviation, markedheyertical dashed lines. The
gen

result of the log-likelihood finmfl' = 17.797 998 ps~1 reproduces thamg
the event generation process well.

Alog(Linf(Amg)) (Mxed = -
A|og(|_inf<Ams))(non—mixed) = 41

NI NI

value set in
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Figure 7.12: Distribution (a) of the statistical error of the fitted valtye"* for 10 000 experiments
each with an integrated luminosity of 10thandAm®" set to 17.77 pst. Mean
values of such distributions are plotted in the right hamtt glot (b) for different
values of the integrated luminosity and for three differealues ofAmZ®". Each
of the data points is obtained from 1000 independent exmisnsimulated with
Lint = 10 fb~! each.

In order to estimate the statistical error expecteduf!, the event generating and
fitting procedures are repeated 10 000 times, each time wiiffesent random seed. This
corresponds to 10000 experiments, each with an integratemhésity of 10 fo'l. The
distribution of the errorsr(Am{!) obtained from the log-likelihood fits is presented in
Figure 7.12(a). The average statistical emgAm!!) is (69.840.1) fs~* with anlRMS
of (13.5+0.1) fs~1. The dependence of the fitted mean (with its correspondirg)esf
the statistical erroo(Ami!') on the integrated luminosity is given in Figlire 7.12(b). Wit
an integrated luminosity of 5 fb~, the mean of the statistical error is expected to be
less than 0.1 ps-.

7.6 Evaluation of Systematic Effects

The analysis in this thesis presents the prospects for megdshe oscillation frequency
Ams and does not contain results from real data. Thereforegmyaic effects on the anal-
ysis results have to be separated into uncertainties whahlynaffect the significance of
the Ams determination and uncertainties which impactAnd! value fitted.

The first kind of effects changes the composition and pragseof the events expected,
which results in an impact on th@BCL measurement limit. In the following list, possible
contributions, which are investigated in detail in the redtions, are summarized.

o Luminosity determination
o Trigger selection
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Flavor tagging

Sample composition
Decay width differencérl s
Proper time resolution
Effects of pileup

o Offline selection cuts

[¢]

[¢]

[¢]

[¢]

[¢]

The second kind of effects is based on uncertainties of gssons in the log-likelihood
fit as well as on detector effects biasing the determinatigdkn@. In addition, systematic
effects caused by the choice of the random seed are inviestiga

The following parameters are either taken from previoussueanents or from MC
simulations and are set to fixed values in the log-likelihbbdThey are varied in order
to estimate the contributions to the systematic uncestaintim{t,

o Decay width differencérl g

o Lifetimes ofB} andB2 mesons as well as of combinatorial background
Oscillation frequencyimy

Proper time resolution

Relative fraction of channels

Wrong tag fractions

e}

e}

e}

e}

All effects mentioned in both lists are discussed in deteihie following sub-sections.

7.6.1 Random Seed

For the direct likelihood fit, the dependence of irel!t value on the integrated luminosity
is presented in Figure 7.13. For integrated luminositieU® fb—* no systematic effect
on theAmfsit value fitted is observed using a sample generated with treutiendom
seed in ISBsFitter.

7.6.2 Luminosity Determination

This analysis does not depend on the precise knowledge ahtégrated luminosity.
However, an uncertainty in the determination of the lumityoshanges the number of
events which are available for the analysis. The changeaistidtistical significance can
be estimated by scaling the integrated luminosity preseint&igure 7.9(b).

In the start-up phase, the luminosity will be determinesi@snachine measurements.
The uncertainty in the luminosity determination is estiedato 20-30 %. However, the
relative uncertainty in the integrated luminosity is exgedo be 5 % after calibration runs
[154]. By varying the integrated luminosity of 10fhby +5 %, the &|CL measurement
limit of 20.55 ps'! changes by-0.23 ps.



7.6 Evaluation of Systematic Effects 133

T T T T 1T ‘:
18.05 ISBsFitter 3

g 18¢ =
$17.95- E
§ 1708 E
-c E 4
£17.85F E
LL C ]
17.8F E
e i i
1770 { E
17.65F | T
0 102

' . J’Ldt[fb_g]

Figure 7.13: Dependence of thAm{ value on the integrated luminosity for the default random
seed used in the ISBsFitter event generation. The dasheddimesponds to the
valueAmZ*"=17.77 ps L.

7.6.3 Trigger Selection

Trigger effects are separated into the knowledge aboutitiget efficiencies and system-
atic effects affecting event kinematics. The trigger edfidies mainly affect the number
of events available for the analysis and are accounted fachling the integrated lu-
minosity accordingly. Therefore, a precise determinatibthe trigger efficiency is not
crucial for this analysis, but it should be maximized for gignal events. No statisti-
cally significant differences due to the trigger selectiffiecing theAms determination
are found.

An important systematic effect would be introduced, if theam trigger efficiencies
were different for negatively and positively charged muonkis possible charge asym-
metry in the muon trigger efficiency needs to be evaluatedgustal data. In order to
measure this effect, a calibration channel providing tw@nsuwith opposite charge like
the decay chann&"™ — J/@K™ followed byJ/yy — u*u~ could be used with a single
muon trigger condition applied [125]. This would mainlyextt the wrong tag fractions
as described in the next paragraph.

7.6.4 Flavor Tagging and Wrong Tag Fraction

The efficiency of the flavor tagger also affects the numbewehts available for the anal-
ysis. Corresponding effects are treated in the same wayggetrefficiencies by scaling
the luminosity, since no differences in the event kinemegitound due to requiring a
flavor tag.

The wrong tag fraction has been determined to (237.80) % (see Table 6.11) for
the B — Dy a; data sample. By varying the wrong tag fraction used in thesFSe@er
event generation process, the sensitivity changes asmpeglsin Figure 7.14. Plot (a)
shows the 95 % CL sensitivity as well as the &L limit obtained for an integrated
luminosity of 10 fbo L. Here, the different wrong tag fractions used in the eveneggtion



134 7. Prospects to Determimang

‘_"_‘ j T ‘ T T ‘ T T T ‘ T T T T: r"_| :‘ T ‘ T ‘ T 17T ‘ LI ‘ 0:
® 350 ISBsFitter & 8 35, ISBsFitter
: f.........'. h 7 = ......"°0.o-o 1
E 30; ......'...... 7: E 30; ....... .o. 7:
s E i e,
g 259000000000 ..'-. ] g 25?000000000000 '.'0. ]
201 "o00000, 200 "?0000, *e
R 0000y ] . 00y E
F %oq ] F %o, ]
15[ °oo, = 15[ %, E
r °y 1 r °s 1
L o 4 L [
10« 95 % CL sensitivity °g 10« 95 % CL sensitivity g
5= ° 50CLlimit E 5= © 50 CLlimit E
0:1 L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L Ii O:J - ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ \:
40 60 80 100 120 140 160 180 5 10 15 20 25 30 35 40
Wrong tag fraction scaling [%] Wrong tag fraction [%]

(a) (b)

Figure 7.14: Dependence of thdms 95 % CL sensitivity and thed CL|limit on different wrong
tag fractions applied in the event generation process fantegrated luminosity of
10 fb~L. In plot (a) the default wrong tag fractions of the differeleicay channels
are scaled relatively (nominal scaling value 100 %), whetka wrong tag fractions
are set to equal absolute values in plot (b).

process for the different decay channels are scaled, waetdefault values corresponding
to 100 %. By varying the wrong tag fractions 2.5 %, corresponding to one standard
deviation, the &/CL|limit for an integrated luminosity of 10 fb' changes by-0.20 ps2.

In order to analyze the dependence on the absolute valube @frbng tag fractions,
the wrong tag fractions for the different channels in/thedBier event generation pro-
cess are set to the same absolute value. The result is prdseritigure 7.14(b). For an
integrated luminosity of 10 fb* and a wrong tag fraction of 29 %, the & [CL limit
drops belowAm{'¢aS

However, the flavor tagger will be calibrated using the declegnnelB™ — J/y (—
ptp~)KT [82]. This channel has a large cross section and events avtlifigered using
a di-muon trigger. In about 13.5 % of the events, an addititdried muon is expected
to be available to study flavor tagging. The expected stzdisérror on the wrong tag
fraction for an integrated luminosity of 1 8 is estimated to 0.1 % [125].

7.6.5 Sample Composition
Combinatorial Background

By default, the number of combinatorial background eventet equal to the number of
signal events (see Section 6.3.2). The dependence of ths &rpected on the combina-
torial background contribution is shown in Figure 7.15(&)he background contribution
is a factor of> 2.65 larger than the signal contribution, the &L limit is expected to
drop belowAmI™asfor an integrated luminosity of 10 fi. In the limit of negligible
combinatorial background contribution, the £L limit would increase by 2.65 ps to
23.2pst
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Figure 7.15: Dependence of th&mg limits on the level of different background contributioros f
an integrated luminosity of 10 fb. The number of combinatorial background (a)
and exclusive background decay (b) events are scaled bytrefgctor. The default
number of events corresponds to a scaling factor of one.

However, the limited number of combinatorial backgrounerds observed in this
study does not allow to give a reliable estimate of the coioinal background contri-
bution. Nevertheless, in case three events as found in tinity svill be observed, the
background contribution would need to be suppressed bytarfat about 200. This
could be realized by e.g. raising the proper time cut (6.85)(BJ) ~ 1.2 ps (see Fig-
ure 6.24(b)). Tightening this cut reduces the number ofadiguents to about 60 % (see
Table[6.9). According to Figure 7.9 Thes5CL limit would drop to~ 17 ps! if the
luminosity is scaled accordingly.

About 65 % additional integrated luminosity would be neettedompensate such a
large background contribution.

Once real data is available, the ratio of signal and inckibiackground fractions has
to be determined and the event selection needs to be optirazrdingly. Especially
in the case of a large background contribution, some selectits need to be adjusted as
described in Section 6.3.2.

Exclusive Background Contributions

For the estimation of the exclusive background decay cHahoentributions, the num-
bers of exclusive background events are scaled similariyheocombinatorial background
contribution. The result is presented in Figure 7.15(b).

In the limit of a negligible number of exclusive backgrounaets the & CL limit
would increase to 21.3 p$. Furthermore, if the exclusive background contributiomigo
be underestimated by a factor of about seven, theCh| limit will still be in the region
of Am{"®aS

However, for the estimation of the exclusive backgroundtigoution, the current
upper limit of theBg — D¢a; branching ratio is used as a conservative estimate. As
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Figure 7.16: The Ams 95 %/ CL sensitivity and the&/CL limit as a function ofAl¢/T'¢ for an
integrated luminosity of 10 fol.

discussed in Section 4.3.1, this branching ratio could lzearslers of magnitudes smaller.
The effect on the measurement limits is small. For an integruminosity of 10 fo'* the
50/CL limitincreases from 20.6 ps to 20.9 pst. On the other hand, even if the number
of events from this exclusive background channel is facttemlarger than expected, the
50 CL limit decreases only to 19.7 p§, which is well above the measured vale"®2S

7.6.6 Decay Width DifferenceAl s

TheBY lifetime differenceAr s is set to zero by default. Since the relative lifetime differ
enceAl J/Is could be sizable (see 1.3.5), the dependence of the sdysitivAl /T s is
shown in Figure 7.16 for an integrated luminosity of 10¥bNo sizable effect is seen up
to Al g/I's ~30 %.

7.6.7 Selection Cuts

In order to search for systematic effects caused by the efflatection cuts, the following
cuts applied td2 meson candidates are varied in the event selection algogtesented
in Section 6.1.6.

o The proper time cut (6.25) af(KKmrrrrrir > 400 fs is varied byt+150 fs, which
corresponds to the widtty, of the proper time resolution function (7.5).
o The decay length cut (6.26) aky(KKmmrrir> 0 mm is varied by+ 161 um,
which corresponds to the RMS of the resolution as given inifelg.6(b).
o The transverse momentum cut (6.27)mf(KKmrrrrir > 10.0 GeV is varied by
+ 315 MeV, which corresponds to the RMS of the resolutfpriKKmrmy—
pro(BY).
The input parameters for ISBsFitter are compared to theuttefat for each of the three
cut variations mentioned. No statistically significantidéens are found. Therefore, no
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Figure 7.17: Normalized reconstructed transverse momentum spectruam@ distribution (b)
of all reconstructed tracks overlayed for the sample iriolyeffects of pileup (red,
dashed line) and without (black, solid line).

systematic uncertainty oms has been attributed.

7.6.8 Effects of Pileup

Effects of pileup are divided into detector-induced pileaffects and minimum-bias in-
teractions. The former describes an effect based on thessady slow readout of some
detector components. Since the bunch-crossing rate atHiig 25 ns, some interesting
events could be hidden due to particles, which are producether bunch-crossings.

Furthermore, actually more than oppinteraction per bunch-crossing take place. At
the design luminosity of & cm~2s~1, an average of about 23 minimum-bias interactions
per event is expected and about 2.3 interactions at a luiyrafs1033 cm=2s~1. These
interactions are mainly softer, which means, the trangversmentum transfer is small
compared to the main hard scattering process.

For this study, the Grid-produced part of tBg — Dsa; data sample has been re-
reconstructed adding effects of pileup to the output of teeector simulation (‘pileup
sample’).

Since the main part of the events are expected to be recotdbeé &uminosity of
10%3 cm~2s~1, on average 2.3 minimum bias events are superimposed forsgeal
event. In addition, 2.0 cavern background events are adugdetector-pileup effects as
well as calorimeter noise are included. A total number of 3@ &vents are available for
this study.

Since the number of particles is larger in the pileup samghie,number of recon-
structed tracks is also expected to be larger. Actually,average number of recon-
structed charged tracks increases from 4F.8513 (no pileup) to 91.98 0.40 (pileup).
The pr andn distributions of all reconstructed tracks are presenteéignirel 7.17. As
expected, ther spectrum of the reconstructed tracks is softer andijtiugstribution is
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wider. The softepr spectrum is also reflected in the average number of chargekistr
with pt > 1.5 GeV. This number increases by about 32 % from 15%.9704 (no pileup)
to 20.46t 0.08 (pileup).

The trigger efficiency of the trigger conditiatVL1MUO6+LVL2DsPhiPi (RoI) using
the trigger simulation increases from (274549.14) % (no pileup) to (31.86 0.21) %
(pileup). This effect is mainly caused by the larger numideRegion of Interests per
event for the pileup sample. However, the efficiency of thgger signatures applied
at the LVL1 stage also increases. The efficiency forithielMUu06 trigger signature (see
Table 5.5) increases to (90 4@.13) %, the efficiency for thevL1JT04 trigger signature
to (99.86t 0.02) %.

The result of the flavor tagging study is presented in Talde The tagging efficiency
increases for the sample including effects of pileup. Thisaused by the larger average
number of muons available in the MC truth information, whist8.95+ 0.02 (pileup)
compared to 3.5 0.01 (no pileup). This leads to an increase of reconstructedns
available for the flavor tagger. The average muon numbedB&9%t 0.007.

For triggered events, the tagging efficiency for the pileamgle is somewhat smaller
compared to the sample without pileup. This can be expldnyeithe larger trigger effi-
ciency for the pileup sample, which probably contains magger fakes induced by ef-
fects of pileup. The muon reconstruction algorithm usedHerflavor tagger reconstructs
the properties of muons more precisely than the algoritheed at the LVL1 stage, which
results in a larger fake rate at the LVL1 stage. The combirfidency of triggered and
tagged events is still larger for the sample including gleu

Compared to th&? — D a; data sample without pileup, the wrong tag fractions ap-
pear to be slightly larger for select®d candidates of the pileup sample, but the statistical
errors are too large to conclude significant differences.

There is no statistically significant difference found ire thverall efficiency of se-
lectedB? candidates. The value of (5.230.10) % agrees well with the value of (583
0.07) % obtained from thB? — D5 a; sample without pileup. This means, that the of-
fline selection procedure including the reconstructiomatgms is able to cope with the
additional tracks introduced by pileup. However, the sigivar background ratio could
be worse in the case of pileup.

In order to compare how introducing effects of pileup hasrapact on the event
selection, the two invariant mass distributionstafand Bg candidates are presented in
Figure 7.18. No significant differences are found. Also, ¥hkies for the resolutions
obtained for truth matched candidates agree within sizdistrrors.

7.6.9 Proper Time Resolution

The proper time resolution is obtained using a full MC sintiola of the detector. In
order to measure the oscillation frequerdeys, the proper time resolution is the important
quantity. The proper decay time is calculated using thestrarse decay lengit, (BY)
and the transverse momentyr (BY) of the reconstructeB? meson candidate as given
in (7.16) and/(7.18).

This resolution could be degraded by many detector effékese.g. misalignment,
degraded tracking and vertexing performances and defadtaat channels. A detailed
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Figure 7.18: Normalized invariant mass distribution B (a) andB{ (b) meson candidates over-
layed for the sample including effects of pileup (red, dadive) and without (black,
solid line). For the corresponding mass distributionsdgandB? candidates with-
out effects of pileup refer to Figure 6.7(b) and 6.17(a)peesively.

Type Fraction Efficiency Wrong Tag | Wrong Tag
of Events Etag Fraction [%] | Fraction [%]
[%] [%] (no mixing) (mixing)
All 100 96.95+ 0.08| 12.72+ 0.15 | 21.62+ 0.19
Triggered| 31.86+0.21| 97.93'313 | 15.28+ 0.29 | 24.88+ 0.35
Reconstr.| 5.23+0.10| 97.73"23% | 15647278 | 24.957587

Table 7.5: Comparison of tagging efficiencies and wrong tag fractianstfeBS — D5 a; sample
including effects of pileup, presented for three differanalysis stages: all simulated
events, all events passing the trigger conditioil.1MUO6+LVL2DsPhiPi (RoI) and
events passing the selection cuts. The results obtaindwutieffects of pileup are

presented in Table 6.11.

study of these effects goes beyond the scope of this thasesefore, the influence of de-
tector effects on the 95 % CL sensitivity and th@ 6L limit is investigated by modifying
the proper time resolution.
By varying the widths of the proper time resolution for th&fetent decay channels,
the expected change in the 95 % |CL sensitivity as well in theCh | limit is presented in
Figure 7.19 for an integrated luminosity of 10fb Here, the default values correspond
to 100 %. For a 15 % worse proper time resolution, tbeCL| limit drops belowAm{'¢as
for an integrated luminosity of 10 fiJ.
However, the values for the proper time resolution need tadrdirmed using real
data. This will be done by comparing the error dy (BY) obtained from the vertex fit
procedure with the values form the full MC simulation. Tdgatwith an estimation of the
transverse momenta of the decay patrticles, the proper gswution will be calculated
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Figure 7.19: The Ams 95 %/ CL sensitivity and the®/CL|limit for an integrated luminosity of
10 fb~1. The default proper time resolutions of the different dechgnnels are
scaled relatively, with a nominal scaling value of 100 %.

and compared with the simulated resolution.

Transverse Decay Length Shift

An important systematic effect @img in the direct likelihood fit would be introduced, if
the reconstructed value of the transverse decay lesgtBY?) is shifted systematically to
larger or smaller values. Such an effect is quantified by $BsFitter input variablgyy,
which is the mean of the pull distribution as presented iuFégr.5.

Figure| 7.20(a) shows the dependence of the fitted valutndf on different Ly
values. The contribution to the systematic errorforf! is estimated by varyin@lgxy
within three sigmas of the obtained mean valuggi5s ps.

Furthermore, the effect on th@B3CL limit is negligible within the variation.

Transverse Momentum andgr Factor Shift

Another important systematic error f't would be introduced, if the reconstructed
pr (BY) value is also shifted systematically to larger or smalkdues.

In the|ISBsFitter program, such a systematic error is cameitl by the fractional
resolution of thegr factor. This factor is converted from the reconstructedsvarse
momentum (see Equation (7.16)). A systematic errofmg induced by a such a shift is
estimated ta Q9523 ps~1 by varying the mean of the fractional resolution of ghefactor
(see Figure 7.7(a)) within three standard deviations. Tfexteon the © (CL/ limit is

negligible with this variation.

7.6.10 Parameters Fixed in the Log-Likelihood Fit

The following parameters are set to fixed values in the dimgdikelihood fit and lead
to a contribution to the systematic error &, Since these parameters are also set to
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Figure 7.20: Dependence of the fittefims value on different values fqugyy () andugr (b) for
an integrated luminosity of 10 fi.

fixed values in the ISBsFitter event generation processintipact on the 65 /CL/ mea-
surement limit is also discussed. Parameters, which hawnaegligible effect on the
measurement limit have already been discussed in the pies&Ctions.

Decay Width Difference Al s

In order to obtain a systematic uncertaintyMrE‘, one set of events has been generated
with the/ISBsFitter program for an integrated luminosityldf fo~! and forArs/I's =

20 %. Then, the likelihood fit has been performed using a vafldé¢ s = 0. The difference

in the value ofAmﬁt obtained leads to a systematic errordf.0026 ps* as presented in
Table 7.6.

Lifetime of the B Meson

The lifetime of theB] meson is set in the ISBsFitter event generation to the ctaverid
average ofy = (1.5304+0.009) ps [1]. The difference in the expected measurement limits
obtained by varyingy by one standard deviation is small compared to the statlsrcor.
The lifetime of theB2 meson has been fixed in the direct likelihood fit. A systemetior

is estimated by varyingy by one standard deviation to less tha6.0001 ps?.

Lifetime of the B Meson

The lifetime of theB? meson is treated similarly in the ISBsFitter program. A eahi

Ts = (1.4664+ 0.059) ps [1] is used in the event generation and fixed in the likeldhfit.
The systematic error by changimgin the likelihood fit by one standard deviation is with
0028 pst larger than for thé] meson.
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Lifetime of the Combinatorial Background

The fake lifetime of the combinatorial background conttiba is fixed to the lifetime
of the B meson. However, the lifetime of the combinatorial backgbmeeds to be
determined with real data. By varying the value fixed in thedilog-likelihood fit by
+10 %, theAm{* value varies by 33589 ps~2.

Oscillation Frequency Amy

By modifying the oscillation frequenadmy = (0.50740.005) ps~! within one standard
deviation, the change in thes5CL limit is determined to be negligible. Furthermore, the
vaIueAn‘Et of the direct likelihood fit changes at most B0.0001 ps?! by varying the
value by one standard deviation.

Proper Time Resolution

In the direct log-likelihood fit, the parameters of the prnoj@e resolution function (7.5),
which have been determined using the full simulation, atécséxed values. However,
the values for the proper time resolution need to be confirasug real data as already
discussed in Section 7.6.9.

In order to estimate a systematic error on mefs“ value obtained by the direct log-
likelihood fit, the width of the proper time resolution fur@t used for the likelihood fit

has been varied by15 % leading to a systematic error amflt of T3353% ps~1.

Relative Fraction of Channels

The relative fraction of the signal and background contidns has to be determined
from real data. This will be achieved by fitting mass shapeptatas for the individual

contributions to the invariant mass spectrum of accepfeoheson candidates including
sidebands. The mass shape templates will be determined sisiulated MC events
similar to the analysis performed by the CDF collaborati6@]] Uncertainties in the

shapes as well as of the fitted relative fractions will havéé¢ostudied in detail once
real data is available. In order to estimate a contributmnhe systematic error, the
fractions, which are set to fixed values in the direct logikood fit, are varied according
to a Gaussian distribution. Up to a relative changet@D %, the contribution to the
systematic error or:\mfsit is less thant0.0001 pst.

Wrong Tag Fractions

The wrong tag fractions are also fixed in the default loghill@od fit. Therefore, the
wrong tag fractions are varied by a relative errorif.5 % w.r.t. to the default values
(see Tablé 6.11). The systematic errorfomi!' contributed by this effect i$-0.001 ps ™.
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Systematic Effect Systematic Error
Contribution [ ps™1]

Transverse decay lengthy shift | +0.0162| -0.0176
Boost factorgr shift +0.0055| -0.0060
Decay time differencérl g +0.0026 -

Lifetime of B} meson <+0.0001| <-0.0001
Lifetime of B meson +0.0054| -0.0050
Lifetime of comb. background +0.0080| -0.0074
Oscillation frequencyAmy +0.0001| -0.0001
Proper time resolution +0.0039| -0.0029
Relative fraction of channels | <+0.0001| <-0.0001
Wrong tag fractiorw +0.0009| -0.0009
Total +0.0200| -0.0208

Table 7.6: Summary of systematic errors obtained for the direct lkglilhood fit ofAmEt and an
integrated luminosity of 10 fo!. The different contributions are explained in the text.

7.7 Summary

The systematic effects which have been studied in the coofetis thesis have been
described in detail in the previous sections. Two diffetgpes of systematic effects are
distinguished.

The first kind of systematic effects has an influence on th&€%k/ measurement limit
as well as on the 95 % CL sensitivity by changing the compmsitif the generated sam-
ple. The main contributions affecting the measurementi$irare given by the fraction
of the background contribution, the proper time resolutim the wrong tag fraction
of the differenth-decay channels. If the background contribution is foundedactor
of > 2.65 larger than the signal contribution, the &L limit is expected to drop below
Am"e3s— 17.77 ps 1 for an integrated luminosity of 10 fi}. In case of such a large back-
ground contribution some selection cuts need to be tigktaseliscussed in Section 6.3.2.
A good proper time resolution is crucial for this measureméior an integrated lumi-
nosity of 10 fb?, the 5o [CL limit also drops belowAm™®3for a 15 % degraded proper
time resolution. Within the uncertainties of the deternimaof the wrong tag fractions
of +2.5 %, the % (CL limit varies by-+0.2 ps~! around the central value of Bb ps L.
No sizable effect induced AT s # 0 has been observed upAd ¢/ s ~30 %.

The second kind of systematic effects, which has been stushéfts theAm{ value
obtained by the direct log-likelihood fit. A summary of thentwbutions to the total
systematic uncertainty [t is given in Tablé 7.6. The result is obtained by adding the
different contributions in quadrature. The main contribaitis due to an uncertainty in
the transverse decay length shift. For an integrated lusitynof 10 fb !, the expected
measurement precision fam! is

fit _

At = (xx 208 (stat.) 992 (syst.)) pst. (7.29)
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However, once real data is available, the distributionsiapdt quantities obtained in
thistMC analysis need to be carefully compared to those fl@mrattual data.



Summary and Conclusions

In this thesis, the prospects to measureBRescillation frequency with the ATLAS ex-
periment using the decay chanBdl— D aj is explored. AB2 meson oscillates between
its stateB andBY before it decays. ThiBY meson oscillation effect is described in the
Standard Model (SM) particle physics at lowest order via bimgrams. An important

test of the SM is to measure the paraméiex, which quantifies thg)someson oscillation
frequency.

In describing the effects of the weak force, the Cabibbod§@shi-Maskawa matrix
plays an important role. This matrix has to fulfill a unitgrelation, which can be de-
scribed by a Unitarity Triangle in the complex plane. Thesd®ination of all sides and
all angles is a major effort in current particle physics. Angonsistency found hints
to New Physics beyond the Standard Model. The oscillatioarpaterAms is used to
constrain the length of one side of the Unitarity Triangle.

With the ATLAS experiment, many measurements connectBeftbysics are planned.
This comprises e.g. the measurement of the decay widthreliiteAl's and the weak
phasegs using the decay channBf — J/y ¢ by a simultaneous fit of eight parameters.
The mixing frequencyAm is one of these parameters. Thereforé&na measurement
will provide an important input.

Within thel ATLAS collaboration, the two hadronic decay chaisB2 — Dg ™ and
BY — Ds a; are utilized to measure the oscillation frequeAay. In both decay channels,
theDg meson decays viag — @11 followed by — K*K~. For theB? — Dgaf decay
channel, the; meson decays via; — pm, followed byp — " .

For the analysis presented here, about 100 000 Monte Cartuseuf the decay chan-
nel BY — Dgaf have been produced using a full detector simulation witreamttially
simulatingB? oscillations. In order to estimate the contribution of treekground de-
cays to the observed signal, a set of three exclusive baskdrdecay channels have
been produced, which aBf — DJa;, (50 000 eventsB — D~a; (50000 events) and
BY — D;*af (100 000 events). Furthermore, the inclusive backgroumdylehannels
bb — u6X (242 150 eventshb — p4X (98 450 events) andc — u4X (44 250 events)
are used to estimate the combinatorial background comirinuBaryonic decay channels
are not considered, since a former study showed a negligii&ibution to the back-
ground. _

In the hard collision of the two colliding protons at 14 Te\bayuark pair is pro-
duced, whereas the othlerquark not participating in thB-Meson decay is utilized for

the trigger and to tag the flavor of the produé&iﬁmeson. The trigger strategy is based
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on a single muon trigger with an adjustable threshold on themtransverse momentum
pr (M) between 4 GeV and 10 GeV in all three trigger stages. At thdHeyel Trigger
stages, a dedicated search fdba — @(— K*K~)m~ decay DsPhiPi trigger object)
is performed, either using all track information from tha@én Detector (FullScan) or the
track information limited to a Region of Interest seeded bgtarigger. The choice de-
pends on the instantaneous luminosity. For the signal eiahe LVL1 muon trigger
efficiency is~ 82 % and decreases to about 31.5 % (FullScan) whgsPaiPi trigger
object is searched for. The trigger efficiency is about 4 %elowhen the Region of In-
terest approach is applied. As the LVL1 jet trigger efficie(ic/L1JT04) is about 98 %,
this difference is mainly caused by the limited reconstaurctegion for tracks.

Events, which pass the trigger conditibviL. 1MUO6+LVL2DsPhiPi(RoI) are passed
to the offlineBY reconstruction. The offline reconstruction is done by carinigj recon-
structed tracks and applying invariant mass cuts to intdrate particles of the decay.
In order to suppress the background contributions, opeamggdes between reconstructed
tracks are limited by upper cuts as well as reconstructedydeertices are required for
each sub-decay. Mass resolutions of (4:16G04) MeV (@ meson), (17.3& 0.16) MeV
(Dg meson) and (374 0.6) MeV B meson) are obtained for the signal decay chan-
nel. A total number of 3074 signal events passing the trigoet selection cuts are
expected for an integrated luminosity of 10fb Since the branching ratio of the decay
Bg — D¢a; has not been measured yet, the current upper limit is used@ssarvative
estimate. Therefore, the contribution of this channel ®lihckground is estimated to
be less than about 62 % of the signal events in the invariass megion of thed. The
B — D% ~aj decay channel contributes with about 26 % to the backgroimduture,
events from theBg — D;*af decay could be considered signal, but this requires a de-
tailed study of this decay channel. The contribution of%e—> D~a; decay channel is
less than 1 %. This suppression is caused by the mass ddtebatween th®s andD~
mesons.

The limited number of inclusive background events avadaties not allow to give
a reasonable estimate of the signal to background ratio.tH®ranalysis, a signal to
background ratio equal to one is used, following a formedgtiHowever, the contribu-
tion by the inclusive background will be measured with eddya only. Three strategies
are presented, which are expected to improve the signaldkgbaund ratio. The most
promising strategy is to raise the proper time cut appliecgéonstructed? candidates.
The second strategy requires a raise of the minimum reqtia@dverse momentum of
tracks originating from they decay. The third would include a cut on the transverse
BY decay length significance, which is disfavored due to a péssiystematic effect in
the proper time. However, all three strategies imply thevideck that a non-negligible
amount of signal is lost.

The flavor of theBY meson at the decay time is determined by the charge of the+eco
structedDs meson, whereas ttgg flavor at production time is tagged by a soft muon tag-
ger, which determines the charge of the muon with largesstarse momentum (hardest
muon) in the event. The large flavor tagging efficiency of a@l#81% is caused by al-
ready requiring a muon in the trigger selection. A wrong tagtion of about 15 % for
the signal decay sample is observed without taking effettaiging into account. A
realistic wrong tag fraction including these effects israeated to(23.72+ 0.60) % for
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Decay Channels 50|CL Limit | 95 % CL sensitivity
[ps] [ps™!]

B] - D;a; 13.9 24.1

B2 — Dy a; combined withB — D3 rrt 20.6 29.7

Table 8.1: ExpectedAms measurement limits for an integrated luminosity of 10 ¥powhich
corresponds to a data taking period of one year at an instota luminosity of
103 cm2s71,

the signal decay sample and about 25 % for the two exclusiskgbaund decay samples
B} — D¢ a; andBY — Di~al. The wrong tag fraction of the decay chanBgl— D~a;

is with (50 9) % found to be larger, since about 50 % of seled@dd— D~a; events
contain at least one falsely reconstructed track, which assygn the wrong charge to a
decay particle. As expected, the wrong tag fractions of tictusive background decay
samples are- 50 %.

By applying a single muon trigger, a study using MC truth mfation showed, that
the main source for the wrong tag fraction in the signal deszayple is due to cascade
decays likeb — ¢ — u™X, but also muons originating from additioned-quark pairs
in the event contribute significantly. Each increase of thean the hardest muon by
2 GeV leads to a drop in efficiency of about 50 %. The wrong tagtfon simultaneously
improves, but statistically this does not account for thegdn efficiency.

The Amg 95 % CL sensitivity and the &/CL measurement limit are estimated em-
ploying the amplitude fit method, which uses a likelihoodaligion of the probability
density functions. A modular version of the Monte Carlo parg ISBsFitter has been
used to determine measurement limits. For an integratethhsity of 10 fb %, the 95 %
sensitivity using the decay chanrBd — Dy a; is estimated to be 24.1 p§, whereas
the obtained & measurement limit is 13.9 pSs. By combining events from the
BY — Dgaf decay channel with events from tB§ — Dg it decay channel, the 95 %
ICL| sensitivity increases to 29.7 ps With a 50 [CL measurement limit of 20.6 p$
for both decay channels combined, ATLAS is expected to be @mbtonfirm the current
measured value by the CDF collaboration with an integratedosity of 10 fo L. This
results are summarized in Table 8.1.

The main uncertainty in the estimation of the measuremaenitdiis caused by the
uncertainties in the inclusive background contributionthie proper time resolution and
in the wrong tag fraction. The dependenceddry is small. No sizable effect is seen
up toAls/T's = 30 %. Furthermore, no significant differences are found tajyeing a
signal sample including effects of pileup. The level of ppenvestigated corresponds to
an instantaneous luminosity of ¥ocm—2s1,

For a measurement of tiens value at an integrated luminosity of 10h the statis-
tical error is expected to be of the order 0.070 ps, decrgdsif.040 ps for an integrated
luminosity of 30 fo L. The systematic error ohm is estimated to be-0.02 ps 2 for an
integrating luminosity of 10 fb*. The main contribution is based on an uncertainty in the
shift of the transverse decay lengtl (BY).
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A reasonable precision for tlams measurement of
Amfit = (xx 298 (stat.) F222 (syst.)) ps?

for an integrated luminosity of 10 ft will be provided with the ATLAS experiment,
which allows to combine this measurement with the gnalyfngoe J/W @in a simulta-
neous fit for all parameters of the weak sector ofB8eB2 system.

However, once real data will be available, results from thend Carlo simulation
need to be compared with real data. In particular, the imausackground contribution,
which will be measured with early data, but also distribnsi@fter trigger selection, for
flavor tagging variables and from the offline event selecpoocedure need to be com-
pared.
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PYTHIA Settings for the Generation of
Data Samples

All samples used within this thesis are generated using ttiei2 software program
[136], which is accessed through the PythiaB [137] integfaBoth are included in the
ATLAS software framework Athena [134].

The settings applied toY™HIA and PythiaB can be categorized into general settings
of PyTHIA, which are common for event generation in'the ATLAB$hysics group and
specific FTHIA and PythiaB settings applied to each data sample. Both ataiezd in
the next sections, starting with the general settings.

A.1 PYTHIA Settings Tuned forB-physics

The PrTHIA program includes many parameters, which can be tuned forasdjpeirposes.
A lot of assumptions and models are used byiPA. These have to be compared to the
observed characteristics of measured data. No data isbleaifet at the center-of-mass
energy that is used at the LHC . Therefore, the settings degraal from an extrapolation
of data taken at lower center of mass energies, especialtiom data.

Furthermore, for the purposes of tBephysics group within the ATLAS experiment,
specific parameter tunings are needed, which are applidtigereerated samples. These
are explained in the next sections.

PYTHIA 6.4 Underlying Event Tuning

A specific set of parameters, called underlying event tynmgsed [138]. The settings
explicitly set in PrTHIA apart from default values are summarized in Table!AThis
table provides a short overview of the parameters adjusteédgithe tuning procedure.
Details about the meaning of the individual parameters eoeigeed in the RTHIA man-
ual [136].

Additional Settings

In addition to the settings discussed above, the settingsrsuized in Table A.2 have
been agreed by the ATLA8-physics group and are applied to all generated samples
used within this thesis.

1The settings are included in the fid¢3_PythiaB64UE_tune . py of Athena release 12.
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Option  Value | Default | Description
Set | Value

mstp(70) 2 1 Regularization scheme for Initial State Radiation (ISR)
for p; — 0 (smooth turn-off ap | g = parp(82))

mstp(72) 0 1 Maximum scale for Final State Radiation (FSR)
dipoles stretched between ISR partons in the new
p -ordered evolution

mstp(81) 21 1 Selects the new Mutiple Interaction (MI) model and
the new treatment of initial- and final-state showers
and beam remnants

mstp(82) 4 4 Structure of Ml

mstp(84) 1 1 Switch on ISR in interactions after the first one

mstp(85) 1 1 Switch on FSR in interactions after the first one

mstp(86) 2 2 Requirements on MI based on the hardness scale
of the main process

mstp (87) 4 3 Sea quarks: large-behavior of the assumed gluon
distribution

mstp(88) 0 1 Strategy for the collapse of a quark-quark-junction
configuration to a di-quark, or a quark-quark-
junction-quark configuration to a baryon, in a beam
remnant

mstp (89) 1 1 Selection of the method for color connections in the
initial state

mstp(90) 1 0 Strategy to compensate the ‘primordkal assigned
to a parton shower initiator or beam-remnant parton

mstp (95) 1 1 Selection of the method for color reconnections in
the final state

parp(78) | 0.2 0.025 | Amount of color reconnection in the final state

parp(80) | 0.01 0.1 Suppression of the probability attaching partons, with
colors kicked out from the beam remnants, to the
color lines between two partons which themselves
both lie in the remnant

parp(82) | 1.9 2.0 Regularization scalp | ¢ of the transverse-momentum
spectrum for multiple interactions withstp (82)

parp(83) | 0.3 0.5 Parameter for the assumed matter overlap between
the two colliding hadrons

parp(84) | 0.5 0.4 Parameter for the assumed matter overlap between
the two colliding hadrons

parp(89) | 1800 | 1800 | Reference energy scale for the min andp, o values

parp(90) | 0.22 0.16 | Power of the energy-rescaling termf min andp, o

parj(81) | 0.14 | 0.29 | Avalue for ‘running’as

Table A.1: Specific FrTHIA settings which are explicitly set for the event generatigntie
ATLAS|B-physics group [138].
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Option Value | Default | Description

Set | Value
mstj(22) 2 1 Value affecting the parton decay length scheme
mstj(26) 0 2 No B — B mixing included in decays
parj(13) | 0.65 0.75 | parj(13) —parj(17) :
parj(14) | 0.12 0 parameters that affect the spin of
parj(15) | 0.04 0 mesons when formed in fragmentation
parj(16) | 0.12 0 or decays
parj(17) | 0.20 0
parj(55) | -0.006| 0.005 | Value in the parametrization of

the fragmentation function

Table A.2: These RTHIA options are in common within the ATLA8-physics group. Details
about the parameters are found in [136].

A.2 Settings Specific to this Thesis

For each dataset in the context of this thesis, specifilngstfior FrTHIA and PythiaB
are applied. The PrHIA process menu selection is set toifze11 option, which selects
QCD jets. The direct generation of heavy flavors in the haattsdng process of the type
gg — bb by using themsel5 option is not used, though the generation process would be
faster. This mechanism uses mass matrix elements, butstraelescribe Tevatron data
well [137]. Therefore all samples make use of ilze11 option.

The common settings, which are applied to the generatiol mples are shown in
Table A.3.

Common Settings for All Samples

Option Setting

PYTHIA release 6.403

PYTHIA process menu msell — QCD jets

Structure function CTEQG6L1 — LO with LOag [155, 156]

Interface to Parton DensityLHAPDF Version 5.2.2 [157]
Functions (PDF)
Tuning PYTHIA 6.4 UE tuning

Table A.3: Common settings which are applied to all generated samples.

Individual Settings for Specific Data Samples

The settings used for the generation of the signal and exelbsickground samples are
the same, except for tiﬁg decay chain selection. An overview of all settings for the
different datasets is given in Tables A.4 to A.10. There aréifferences w.r.t. the event
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Option Setting
Decay channel BY — Dga;
Athena release 12.0.4 (local) + 12.0.5.1 (Grid)
Number of generated events| 50 000 (local) + 101 709 (Grid)
Job option file DC3.018701.PythiaBs Ds_PhiPLA1_Signal3.py
Hard scattering cutkin (3) pr > 10 GeV
Parametergskin( 9) -35

andckin(11)
Parameterskin (10) 3.5

andckin(12)
Cut onb andb quarks pT >6GeVandn| <25
Generator level cuts Require one muon within:

In| <2.5andpr > 6 GeV

Cuts on all final state particles|n| < 2.5 andpr > 0.5 GeV

from theB? decay

Table A.4: Settings applied to thBS — Dga; decay channel dataset.

generation process between the different Athena versibns.version number is given
only for completeness.

The hard scattering cuikin (3), which limits the range of allowed transverse mo-
mentumpy values in the hard 2> 2 processes, witpr defined in the rest frame of the
hard interaction, is set tpt > 10 GeV. The range of the allowed rapidities for the prod-
uct with largest rapidity in a 2» 2 or a 2— 1 — 2 process, defined in the center of mass
frame of the event, is set by the parametet$n (9) andckin(10). The product with
smallest rapidity is defined by the parameteksn(11) andckin(12). Within each se-
lected event, at least oreand oneb quark fulfill a kinematic cut ofpr(b,b) > 6 GeV
and|n(b,b)| < 2.5.

All charged final state particles from tligzdecay have to fulfillpt > 0.5 GeV and
|n| < 2.5. For the inclusive background channels,Bidecay chain is selected. There-
fore, this cut is disabled in these cases.

The differentckin(3) value applied to the inclusive samples and the other samples
mainly affects the associated cross sections. Since aghtu€eV is used as a consensus
within theB-physics group, addition&-decay samples are generated, in order to quantify
the effect of differentkin (3) settings. This procedure is described in Section 4.3.
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Option Setting
Decay channel B} — Dda;
Number of generated events 50000 (local)
Athena release 12.0.6

Hard scattering cutkin (3) pr > 10 GeV
Parameterskin( 9) andckin(11) | —3.5
Parameterskin(10) andckin(12) 3.5

Cut onb andb quarks
Generator level cuts

Cuts on all final state particles
from theBJ-decay

pr >6GeVandn| <25

Require one muon within:
In| <2.5andpr > 6 GeV

In| <2.5andpr > 0.5 GeV

Table A.5: Settings applied to thB] —

D¢ a; decay channel dataset.

Option Setting
Decay channel Bl - D af
Number of generated events 50000 (local)
Athena release 12.0.6

Hard scattering cutkin (3) pr > 10 GeV
Parameterskin( 9) andckin(11) | —3.5
Parameterskin(10) andckin(12) 35

Cut onb andb quarks
Generator level cuts

Cuts on all final state particles
from theBy-decay

pr > 6 GeVandn| <25

Require one muon within:
In| <25andpr > 6 GeV

In| <25 andpt > 0.5 GeV

Table A.6: Settings applied to thB] —

D~a; decay channel dataset.

Option Setting

Decay channel BY - D; a
Number of generated events 100000 (local)
Athena release 12.0.6

Hard scattering cutkin (3) pr > 10 GeV
Parameterskin( 9) andckin(11) | —3.5
Parameterskin(10) andckin(12) 3.5

Cut onb andb quarks
Generator level cuts

Cuts on all final state particles
from theBZ-decay

pr >6GeVandn| <25

Require one muon within:
In| <2.5andpr > 6 GeV

In| <2.5andpr > 0.5 GeV

Table A.7: Settings applied to thB? — D:~aj decay channel dataset.
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Option Setting

Decay channel bb — u6X

Number of generated events 263195 (Grid)

Athena release 12.0.31.6

Job option file DC3.017500.PythiaBbbmu6X.py
Hard scattering cutkin (3) pr > 6 GeV

Parameterskin( 9) andckin(11) | —4.5

Parameterskin (10) andckin(12) 4.5

Cut onb andb quarks
Generator level cuts

pr >7 GeVandn| <45
Require one muon within:
In| <25 andpr > 6 GeV

Table A.8: Settings applied to thisb — u6X decay channel dataset.

Option Setting
Decay channel bb — u4Xx
Athena release 12.0.7.1

Number of generated events

Job option file

Hard scattering cutkin (3)
Parameterskin( 9) andckin(11)
Parameterskin(10) andckin(12)
Cut onb andb quarks

Generator level cuts

105279 (Grid)
DC3.017501.Pythialbbmu4X.py
pr > 6 GeV
—4.5

4.5
pT >5GeVandn| <45
Require one muon within:

In| <25andpt >4 GeV

Table A.9: Settings applied to thieb — u4X decay channel dataset.

Option Setting

Decay channel cC — u4Xx

Number of generated events 263196 (Grid)

Athena release 12.0.7.2

Job option file DC3.017520.PythiaBcmu6X.py
Hard scattering cutkin (3) pr > 6 GeV

Parameterskin( 9) andckin(11) | —4.5

Parameterskin(10) andckin(12) 4.5

Cut onb andb quarks
Generator level cuts

pr >4 GeVandn| <45
Require one muon within:
In| <2.5andpr >4 GeV

Table A.10: Settings applied to thec — p4X decay channel dataset.
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Kinematic Distributions of Generated
Particles from the Signal Decay

This appendix shows the kinematic distributions of pagsdrom the signal decay of the
BY — D5 al data sample. For each particle of the signal decay, theveases momentum
Pro, the pseudorapidityg and the anglgg are obtained from the MC truth information.
The distributions for thég and af mesons are presented in Figure B.1, whereas the

particles from theDg decay are shown in Figure B.2, the particles fromahedecay in
Figure B.3 and th&2 meson in Figure Bl4.

For the final state particles from the signal decay, a mininnamsverse momentum
of 500 MeV is required. In addition, the pseudorapidity sodimited for these particles
to |no| < 2.5. As expected, the entries of the angteare uniformly distributed.
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Figure B.1: Kinematic distributions for th®g meson (a-c) and; meson (d-f) from the signal
decay obtained from the MC truth information. For each phatithe transverse
momentumpro (a,d), theno (b,e) and thapg (c,f) distributions are shown.
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Figure B.2: Kinematic distributions for th®; meson decay chain obtained from the MC truth
information. For thep meson (a-c);r- meson (d-f),K~ meson (g-i) andK™ me-
son (j-), the transverse momentupg (a,d,q,j), theno (b,e,h,k) and theg (c.f.i,l)
distributions are shown.
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Figure B.3: Kinematic distributions for the] meson decay chain obtained from the MC truth
information. For thep meson (a-c)7rt meson (from the; meson decay) (d-fir
meson (from thgg meson decay) (g-i) and™ meson (from thep meson decay) (j-1),
the transverse momentupio (a,d,g,j), theno (b,e,h,k) and they (c,f,i,l) distribu-

tions are shown.
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Validation of Locally Produced MC
Data Sample with the Grid Sample

To increase the available event statistics, the locallgpeed data sample 82 — D a;
is merged with a sample originating from the central Gridduction for the ATLAS
Computing System Commissioning (CSC) effort as describheskiction 4.1. Both sam-
ples use the same settings for the whole production chatepéXor the detector simula-
tion, which has been performed with different releases®#thena software framework.

Whereas the simulation of the locally produced part of Be— Dsa; data sam-
ple has been performed using the production cache 12.0f @k é&thena software, the
production cache 12.0.3.1 has been used for the part prdduteéhe Grid. The im-
portant difference between both Athena versions is a sgitithe GEANT4 simulation
software package. This setting is connected to a produtdigei limit (‘range cut’) on
the bremsstrahlung and ionization processes in the t&lorimeter [141]. This param-
eter is set for the locally produced samples to the corrdaevaf 30 um. The centrally
produced Grid part has been simulated by using a value of 1 mm.

The production level limit is used in EANT in order to speed up the simulation pro-
cess. If e.g. a photon is created by the bremsstrahlung ggptiee range of the photon
in the surrounding material is calculated. If the range $s flnan the user-defined mini-
mum range cut and the distance to the edge of the volume isrldrgn a safety margin,
the photon is not created for simplicity. Its energy is umity deposited in the material
along the electron’s flight path. Neglecting the simulatidisuch photons speeds up the
simulation process. However, the corresponding energgsigpns in the calorimeters
are missing.

Since this setting was set to the larger value of 1 mm (insté&@ pum) for the LAR
calorimeter simulation process, the shower shapes antlitiess obtained for the LA
calorimeters are affected. The electron energy scale isrestimated by 2-3 % in the
Grid samples and jets in the FCAL are miscalibrateds/% as well [141].

Since the information from the calorimeters is only usedetedsa Region of Interest
during the trigger simulation process, no significant défeces are expected for this anal-
ysis. However, both parts of tHad — Dgaf data sample were carefully compared and
no significant differences have been found.

As an example, the results obtained in Section 5.3 from thgdr simulation of the
BY — Dsa; data sample are presented in Table/C.1, separated intodiéylproduced
part and the Grid part of thed — Dsa; data sample. Furthermore, the mass resolutions
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Part of Effic. [%)] Effic. [%] Effic. [%)] Effic. [%)]
B — Dga | LVL1MUO6 LVL1JTO04 LVL1MUO6 & LVL1MUO6 &
DsPhiPi (FS) | DsPhiPi (RoI)
Local 81.90+ 0.17| 98.36+0.06| 31.44+0.21 27.444+0.20
Grid 82.07+ 0.17| 98.35+ 0.06| 31.67" 542 27.65'222

Table C.1: Comparison of the efficiencies (cf. Table 5.5) for differeigger signatures obtained
for the two parts of th&2 — Dg a; data sample using the trigger simulation. The first
two columns apply to the LVL1 stage, whereas the last twornakigive results for a
combination of the.VL1MU06 signature with th@®sPhiPi trigger object searched for
at the LVL2 stage (see Section 5.3).

Property Local Part Grid Part cf.
[MeV] [MeV] Figure

@ massmy (KK) Mean | 1019.38+ 0.05| 1019.24+ 0.05| 6.5(c)
Sigma 4.21+ 0.05 4.03+ 0.05

Ds massm (KK ) Mean | 1968.16+ 0.22| 1968.44+ 0.22| 6.7(b)
Sigma| 17.67+0.23| 17.16+0.22

Bs massmy (KKt | Mean | 5366.71+ 0.85 | 5367.15+ 0.85| 6.13(b)
Sigma| 37.484+0.92| 37.40+0.82

Table C.2: Comparison of the mass resolutions for reconstructed drawtching generated par-
ticles in theB2 — D5 aj channel. These values are obtained with the trigger camditi
LVL1MUO6+LVL2DsPhiPi (RoI) applied using the trigger simulation.

of reconstructedp, Ds and BY candidates are compared in Table|C.2, with the trigger
conditionLVL1MUO6+LVL2DsPhiPi (RoI) applied. No differences are expected, because
the mass resolutions are obtained using information framonstructed tracks in the Inner
Detector, which should not be affected by the different eaogts used in each sample.
Since the Muon Spectrometer encloses the calorimetensglparentering the Muon
Spectrometer have already passed through the calorimdteesefore, the different set-
ting applied in the detector simulation process could affeesimulation of muons, which
could result in a different performance of the flavor taggisgqg muons. The tagging re-
sults (see Table 6.11) are presented separately for eaatf faaBl — D5 a; data sample
in Table C.3. The results for both parts agree within siaterrors.
The last example given is addressing an important inputnpeier of the 1ISBsFitter
program. The parameters obtained from a fit to the properr@saution of the full sim-

ulation of theB? — Dgaf data sample have been presented in Section 7.1. The proper

time resolution parameters extracted for each sub-sarepbrately agree within statisti-

cal errors (see Table C.4).
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Part of Type Fraction Efficiency Wrong Tag Wrong Tag
B — Dga; of Events Etag Fraction [%)] | Fraction [%0]
[%0] [%0] (no mixing) (mixing)
Local All 100 95.95+ 0.09 | 11.724+0.15 | 21.09+ 0.19
Triggered| 27.44+ 0.20 | 98.624 0.10| 14.89°%3% | 24.25+ 0.37
0.20 0.69 0.8
Reconstr.| 5.29+0.10| 98.75'23% | 13.9172% | 23.780%
Grid All 100 95.90+ 0.09 | 11.764+ 0.15 | 20.98+ 0.19
Triggered| 27.65+ 0.20 | 98.48"519 | 14.60+ 0.31 | 23.51+ 0.37
Reconstr.| 5.39+0.10| 98.16'23% | 14.37°2% | 23.61"383

Table C.3: Comparison of tagging efficiencies and wrong tag fractiocfs Table[6.11) for
the two parts of theB — Dya; data sample, presented for three different
analysis stages: all simulated events, all events passiagtrigger condition
LVL1MUO6+LVL2DsPhiPi (RoI) and events passing the selection cuts.

Property Local Sample | Grid Sample
Mean [fs] 9.3+ 1.9 3.9+ 2.0
Fraction ofay [%0] 48.3+ 129 | 64.9+ 8.0
o1 [fs] 62.84+ 9.4 | 75.7+ 4.8
02 [fs] 134.5+ 12.1 | 156.64+12.9

Table C.4: Comparison of the proper time resolution parameters foeted and tagged? can-

didates in theB? — Ds a; channel (cf. Figure 7.1). These values are obtained with
the trigger conditiorLVL1MU06+LVL2DsPhiPi (RoI) applied using the trigger sim-
ulation. The proper time resolution was fitted to a sum of twau€sian functions,
requiring for both Gaussian distributions the same measmeval
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Muon-Electron and Muon-Lepton
Trigger Scenarios

A single-muon trigger scenario with@y threshold on the muon with the highest trans-
verse momentum (hardest muon) in the events is used as asldndger strategy for the
analysis o8¢ meson mixing. The results of a detailed study based on M@ infibrma-

tion of the generateB? — Ds a; data sample have already been presented in Section 5.2
including a discussion about how the muon transverse mamettireshold affects the
composition of the wrong tag fraction.

With increasing instantaneous luminosity, e threshold of a single-muon trigger
needs to be raised, in order to limit the trigger rate. Sindérmuon trigger is already
foreseen in the ATLASB-physics program, this scenario has also been analyzed.

This appendix presents results for two additional scesavitich are

o a muon-electron scenario with varialge cuts on the hardest muon and the hardest
electron and

o a muon-lepton scenario, which is the combination of the demand the muon-
electron scenarios.

The feasibility of such trigger strategies is estimatechgsViC truth information. A

combination of the di-muon and muon-electron scenariasntbion-lepton scenario, is
investigated, in order to increase the overall event siegis The overlap of accepted
events between the di-muon (cf. Table 5.2) and the muornrelescenarios is small.

Only (0.9f8'_g) % of the events passing the cutsmb(u) > 6 GeV andpro(e) > 6 GeV
also pass the corresponding di-muon cutpef(ui) > 6 GeV andpro(tz) > 6 GeV.
Therefore, combining both leads to a significant increagbegfficiency.

The electron detection efficiency is assumed to be the santeeamnuon detection
efficiency. Therefore the same correction factor of 0.82pigliad to the results of the
muon-electron and muon-lepton scenarios.

The results for the cut efficiencies and wrong tag fractiamsefich scenario are pre-
sented in Table D.1. The efficiencies in the muon-electremado are somewhat higher
than in the di-muon scenario with both cuts sepig >3 GeV, since the probability for
two muons originating from the same cascade ddray cX — dX is less than for a
combination of one muon and one electron.

The results w.r.t. the different sources of the wrong tagtioa in the muon-electron
and muon-lepton scenarios are presented in Table D.2. Thegaag fraction in the
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Cut Efficiency | Wrong Tag Fraction
pro [GeV] Ecut [%0] w [%]
u e
>6 > 0)|42.32+0.13 12.2+ 0.1
>6 > 3| 243+0.04 29.8+ 0.7
>6 > 4| 1.68+0.03 34.7+ 0.9
>6 >5| 1.21+£0.03 39.4+1.0
>6 > 6| 090£0.02 43.3+ 1.2
>8 > 4| 1.01+0.03 295+ 11
>8 > 6| 056+0.02 379+ 15
>10 > 4| 0.65+0.02 25.4"13
>10 > 6| 0.37£0.02 322+ 1.8
(a)
Cut Efficiency | Wrong Tag Fraction
pro [GeV] Ecut [%0] w [%]
U I
>6 > 0]48.29+0.13 12.6+ 0.1
>6 > 3| 4.63+0.05 28.7+£0.5
>6 >4 3.05+£0.04 32.7+ 0.6
>6 > 5| 2.08+0.04 36.1+ 0.8
>6 > 6| 1.45+0.03 39.54+ 0.9
>8 > 4| 1.95+0.04 28.3798
>8 > 6| 1.03+0.03 347+1.1
>10 > 4| 1.30+£0.03 249+ 0.9
>10 > 6| 0.73+0.02 30.3" 13

(b)

Table D.1: The upper Table (a) shows efficiencies and wrong tag frastionthe muon-electron
scenario with differenprg cuts on the hardest muon and the hardest electron in the
event. The second Table (b) summarizes the results for thdioed muon-lepton
scenario. The results are obtained using MC truth inforomati

muon-electron scenario is dominated by a cascade deca@g-qtiark (w.asd, but alsoc-
guark decays fromc-quark pairs contribute significantly. As already shownabl€ D.1,
the wrong tag fraction in the muon-electron scenario isdatban in the di-muon sce-
nario. The difference is dominated byase Which is larger for the di-muon scenario (cf.
Table 5.2). On the other hand, the contributionugfy, (originating from aJ/¢y — uu
decay) is much lower for the muon-electron scenario, asaggde

The different contributions to the wrong tag fractions ie tombined muon-lepton
scenario are explained by averaging the wrong tag fractotributions of the individual
scenarios. By combining both scenarios, the availabletestafistics is about twice as
large as for the single scenarios. On the other hand, thegmaanfraction needs to be
improved, in order to use this scenario.
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Cut h Wee: (kasc wWy/p Wother
Pro [GeV] [%0] [%0] [%] [%] [%]
p > 6 e>0]0.031+0.006| 1.89+0.05| 9.8+0.1| 0.48"955 | 0.07+0.01
u>6 e>3| 00530 | 50+03 [245+06| 0.13"3% | 0.09"3%
0.06 0.07 0.08
u>6 ex>4 o.oest(())g;1 53+0.4 |29.1+0.8 o.13t84(1,8 0.13t8_§,8
M > 6 e>5| 00554 52+05 |331+1.0| 013352 | 0.137332
H>6 e>6| 00650 5119 |37.8+1.2| 02+01 | 0.18' 5%
p>8 e>4| 011738 | 50+05 |242+1.0| 02401 | 0117532
u>8 e>6| 01057 55+0.7 | 31915 | 0392 0.107%14
p >10 e>4| 0.089%2 44+06 |206+1.7| 02792 0.17-535
p>10 e>6| 01557 4789 |269+17| 0333 | 01582
u>6 1>0] 004+001 | 1.9+0.1 | 9.6+0.1| 0.95+0.03| 0.09+ 0.01
p>6 1>3| 040955 44402 |205+04| 32402 | 018795
p>6 1>4| 06+0.1 45+03 |242+06| 3.3£0.2 | 0.1879%
u>=6 |I>5| 09+0.1 45+03 |27.4+07| 3.3+03 | 0.16'%%
Uu>=6 1>6 1.2+0.2 45+04 |305+09| 3.0+03 | 022"
p>8 I>4| 0853 41+03 |19.7+0.7| 3.6+0.3 | 0.14"%%
u>=8 I>6| 15+03 44405 |248+10| 3.8 0.21°33
g >10 1>4 0.6792 38+04 | 16628 | 37+04 | 021121
p>10 1>6| 1.1+0.3 39+05 | 209+1.1| 4.2°68 0.307518

Table D.2: Contributions to the wrong tag fraction for the muon-eleatand muon-lepton sce-
narios for different cuts on MC truth level. The wrong tagctian caused by decays
of hadrons containing b-quark is given byw,, whereasw,s denotes the wrong tag
fraction originating from a-quark decay of &c-quark pair created in the hard col-
lision. The fractionw.ascis due to a wrongly tagged muon from a cascade decay of
ab-quark. The wrong tag fraction due taJay decay into two muons is denoted by
wyy and other sources are summarizeddijher (see Section 5.2).
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