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ABSTRACT

At the Large Hadron Collider (LHC), which is located near Geneva, protons will
collide with a center-of-mass energy of 14 TeV inside the ATLAS detector. Since
the cross section to produce abb̄-quark pair is large, several aspects ofB-meson
physics will be analyzed. The analysis ofB0

s oscillation properties is one of them.
This includes the determination of the mixing parameter∆ms, which will be used as
an input to measure e.g. the decay width difference∆Γs and the weak phaseφs.

This Ph.D. thesis evaluates the prospects to measure theB0
s oscillation frequency

∆ms with the ATLAS experiment using the hadronic decay channelB0
s → D−

s a+
1 .

The trigger selection strategy is based on muons, originating from weak decays
of the b-quark, which does not form the signal-sideB0

s meson. The charge of the
trigger muons is correlated with the flavor of theB0

s meson at production time. Taking
the charge of the signal decay final state particles, theB0

s flavor at decay time will be
determined as a function of theB0

s meson proper time, leading to the measurement
of the oscillation frequency.

In order to estimate the precision of a measurement of∆ms, a set of Monte Carlo
data samples has been generated for signal and for various background decay chan-
nels. Using these simulated data sets, the trigger strategies, the prospects to correctly
tag the flavor of theB0

s meson as well as the offline analysis strategies are presented
and sources of systematic errors discussed.

For a measurement of∆ms with the ATLAS detector, the events obtained from
the two decay channelsB0

s → D−
s a+

1 andB0
s → D−

s π+ will be combined in order to
improve the statistical significance. With this combination, it will be possible for an
integrated luminosity of 10 fb−1 to measure the mixing parameter∆ms with a relative
uncertainty of about 5 % and to confirm the current measurements.
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ZUSAMMENFASSUNG

Beim ATLAS-Experiment am Large Hadron Collider (LHC) in Genf werden Pro-
tonen mit einer Schwerpunktsenergie von 14 TeV zur Kollision gebracht. Der hohe
Wirkungsquerschnitt,bb̄-Quarkpaare zu bilden, erlaubt es, viele Aspekte der Phy-
sik der B-Mesonen zu studieren. Ein Schwerpunkt ist die Untersuchung von B0

s-
Oszillationen mit der Messung des Mischungsparameters∆ms. Dieser dient als wich-
tiger Eingangsparameter für die Bestimmung andererB0

s Parameter, wie z.B. des
Zerfallsbreitenunterschieds∆Γs oder der schwachen Phaseφs.

Diese Dissertation untersucht die Möglichkeiten, die Oszillationsfrequenz mit
Hilfe des hadronischen ZerfallskanalB0

s → D−
s a+

1 am ATLAS Experiment zu mes-
sen.

Zur Selektion der Ereignisse bei der Datennahme (Triggerselektion) werden hoch-
energetische Myonen genutzt, die beim Zerfall des assoziiert produziertenb-Quarks
entstehen. Die Ladung dieser Myonen ist korreliert mit dem Zustand desB0

s Mesons
zur Zeit der Entstehung. Zusammen mit der Ladung der Endzustandsteilchen im Zer-
fall kann, in Abhängigkeit von der Zerfallslänge, die Oszillationsfrequenz gemessen
werden.

Um die erreichbare Präzision einer Messung von∆ms abzuschätzen, wurde ein
umfangreiches Monte Carlo Datenset sowohl für den Signalkanal als auch für ei-
ne Anzahl von Untergrundkanälen erzeugt. Mit Hilfe dieserSimulation werden so-
wohl die Strategien für die Triggerselektion, die Möglichkeiten zur Bestimmung des
Zustandes desB0

s Mesons als auch die Ereignisselektion vorgestellt, analysiert und
systematische Unsicherheiten untersucht.

Für eine Messung des Mischungsparameters∆ms mit dem ATLAS Detektor ist
geplant, die Ereignisse, die mit dem untersuchten Zerfallskanal erwartet werden, mit
Ereignissen aus dem ZerfallskanalB0

s → D−
s π+ zu kombinieren. Durch diese Kom-

bination wird erwartet, dass es bei einer integrierten Luminosität von 10 fb−1 mit
dem ATLAS Experiment möglich sein wird, den Mischungsparameter∆ms bis zu
einer relativen Genauigkeit von ca. 5 % zu messen und die bisherigen Messungen zu
bestätigen.
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Introduction

To find an answer to the question, what the universe is made of,is a major aim of elemen-
tary particle physics. The current knowledge of the particles observed is summarized in
the Standard Model of elementary particle physics (SM). This theory has been formulated
in the 1960’s and 1970’s and is very successful in describingthe properties of the parti-
cles observed. An important objective in current particle physics studies is to measure the
properties predicted by the SM, because any inconsistency found hints at New Physics,
i.e. physics, which is not described by the SM.

One area of experimental tests is the field ofB-physics, studying processes involving
b-quarks (see Section 1.1). Many dedicated experiments exist, which currently measure a
variety of SM quantities. The ATLAS experiment, which is located at the Large Hadron
Collider near Geneva, will significantly contribute with its measurements. One objective
is to measure quantities related toB0

s oscillations. The main goal of this thesis is to
evaluate the prospects to measure theB0

s oscillation frequency with the ATLAS detector.
In order to outline the oscillation mechanism as described by the SM, the physics of

B0
s meson oscillations is introduced in the first chapter of thisthesis. This chapter also

includes a short summary of the current status of important measurements connected to
the field.

The determination of theB0
s meson oscillation frequency is experimentally challeng-

ing, since the lifetime of theB0
s meson isτ = (1.466±0.059) ps [1], which corresponds

to a decay length ofcτ = 439 µm. Within this lifetime, theB0
s meson oscillates many

times between the particle and antiparticle states, beforeit decays. In order to resolve this
fast oscillation frequency, a good detector resolution is essential. The ATLAS detector,
whose event data will be used for the∆ms measurement, is presented with its sub-systems
in Chapter 2.

The general strategy for the∆ms measurement, which takes the specific properties
of the ATLAS detector into account, is described in Chapter 3. Within the ATLAS col-
laboration, the decay channelsB0

s → D−
s a+

1 andB0
s → D−

s π+ are used as suitable decay
channels for the analysis.

In order to estimate the prospects for a∆ms measurement, a set of simulated Monte
Carlo (MC) data samples with full detector simulation has been generated including im-
portant background channels. Chapter 4 introduces the different MC data samples and
explains the individual steps of the simulation process.

The signal events need to be selected by the trigger system. Therefore, the trigger
strategy for theB0

s → D−
s a+

1 events is introduced in Chapter 5. Furthermore, a MC truth

IX



X Introduction

study, presented in the same chapter, gives estimates for the dependence of the wrong tag
fraction on different trigger cuts and discusses sources ofthe wrongly tagged events.

In Chapter 6, the offline selection procedures for reconstructing B0
s meson candidates

and for the background suppression are evaluated. The flavorof theB0
s meson candidates

at decay time is determined by the charge of the final state particles, whereas the flavor
at production time is tagged by a soft muon flavor tagger. Results for the flavor tagging
algorithm are discussed in the last section of this chapter.

Finally, the prospects to determine the oscillation frequency ∆ms are evaluated and
systematic uncertainties are estimated in Chapter 7. The results for the sensitivity are
given as a function of integrated luminosity. The amplitudefit method is employed, which
uses a likelihood description of the probability density functions. In addition, the uncer-
tainty on a direct measurement of∆ms is evaluated using a likelihood fit.
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Physics Introduction

1.1 Standard Model of Elementary Particle Physics

The Standard Model (SM) [2, 3, 4, 5] of elementary particle physics describes the known
buildings blocks of matter as well as three of the four known interactions between them.
All matter is made out of fermions, particles with spin 1/2, divided into 6 quarks and 6
leptons, which can be arranged in three generations as shownin Figure 1.1. The second
and third generation are each heavier versions of the first one. In addition, for every quark
and lepton an antiparticle with opposite charge exists, resulting in 24 fermions in total.
Quarks have yet another degree of freedom, the so-called ‘color’. Each quark can show
up with one out of three different colors.

1st generation 2nd generation 3rd generation Electriccharge

Quarks

(
u(p)

d(own)

) (
c(harm)
s(trange)

) (
t(op)

b(ottom)

)
+2/3

−1/3

Leptons

(
e−

νe

) (
µ−

νµ

) (
τ−
ντ

)
−1
0

Figure 1.1: The three generations of quarks and leptons with their associated electric charges as
described by the Standard Model of elementary particle physics.

In addition to these 24 fermions, the SM describes three fundamental interactions
with 12 ‘gauge bosons’ as the force carriers, which are spin-one particles. The elec-
tromagnetic interaction, between charged particles, is mediated by the photon, and the
weak interaction is carried by three gauge bosons, called the W+, W− andZ0 bosons.
This weak interaction is typified by the slow process of the nuclearβ-decay. Finally, the
strong interaction takes place via eight colored gluons, which are responsible for binding
the quarks in the neutron and proton. The forth interaction,the gravitational force, acting
on all massive particles, is not included in the SM. The forcecarrier is assumed to be the
graviton, which is postulated to be a spin-two boson, but is still undiscovered.

The SM is based on Quantum Field Theory (QFT), i.e. Quantum Electrodynamics
(QED) and Quantum Chromodynamics (QCD) consistent with both quantum mechanics
and special relativity.

1



2 1. Physics Introduction

To explain, that particles have masses, one additional neutral particle is needed, the
Higgs boson [6, 7, 8, 9]. This particle is the last fundamental particle predicted by the SM
that has not yet been confirmed. One of the main objectives of the ATLAS experiment at
the Large Hadron Collider (see Section 2.1) is to search for this particle [10].

The determination of the SM parameters and in particular thesearch for discrepan-
cies between predictions and experimental observations play an important role in modern
elementary particle physics. Up to now, the SM has not been disproved and is consistent
with almost all experimental tests. It is very successful indescribing the kinematics and
interactions of the fundamental particles in nature.

However, there are signs that this theory is not the final one;e.g. the gravitational
force is not included and there is no explanation why there should be the three observed
families providing the mass hierarchy found. The observed non-zero masses of the neu-
trinosν are assumed in the SM to be massless. Furthermore, the unification of the three
interactions can only be explained by theories Beyond the Standard Model (BSM). Sev-
eral such models exist, for example those using Super Symmetry (SUSY)1. Any of these
models would change some SM parameters.

It is important to measure these parameters precisely, or atleast to set limits on them,
in order to determine which of the theories mentioned above might be realized in nature.
Any parameter found to be in disagreement with the SM prediction is a sign for New
Physics (NP), e.g. the determination of the parameters of the CKM matrix as will be
introduced in the next section, has a great potential to unveil NP.

1.2 CKM Matrix

The weak interaction does not directly couple to the mass eigenstates of the known quarks.
Therefore, the gauge eigenstatesd′, s′ andb′ of the weak interaction have to be distin-
guished from the observable mass and lifetime eigenstatesd, s and b, i.e. the physics
eigenstates. The sets are related by a linear combination




d′

s′

b′



= VCKM




d
s
b



 with VCKM =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 . (1.1)

The complex matrixVCKM is known as the Cabibbo-Kobayashi-Maskawa (CKM) ma-
trix [12, 13]. It explains the observed transitions betweenthe three quark families, e.g. the
strength of the transition fromu→ d is proportional toGF Vud, whereGF is the universal
Fermi weak coupling.

The matrix could alternatively be introduced using the up-type quarks. The choice
to use the down-type quarks here follows the usual convention. Working with the up-
type quarks wouldn’t change the theoretical description and wouldn’t affect any physical
observable. As mentioned, the determination of the parameters is a large effort in contem-
porary particle physics, since these are fundamental parameters, which are not predictable

1For a detailed introduction see e.g. [11].



1.2 CKM Matrix 3

within the SM. The current allowed ranges for the magnitudesof the parameters mea-
sured [1] are

VCKM =




0.97383+0.00024

−0.00023 (227.2±1.0) ·10−3 (3.96±0.09) ·10−3

(227.1±1.0) ·10−3 0.97296±0.00024 (42.21+0.10
−0.80) ·10−3

(8.14+0.32
−0.64) ·10−3 (41.61+0.12

−0.78) ·10−3 0.999100+0.000034
−0.000004



 . (1.2)

The CKM matrix has to follow the unitary relation (1.3) due tolocal gauge symmetry
and baryon number conservation, which is

V†
CKM ·VCKM = 1 or equivalently

3

∑
i=1

V i j
CKM ·V ik∗

CKM = δjk , (1.3)

with δjk being the Kronecker symbol andV i j
CKM with i, j ∈ 1,2,3 the nine CKM matrix

elements.
A unitary 3×3 matrix has nine free parameters, three real rotational angles and six

complex phases. Five of the six complex phases can be absorbed into one global phase,
two relative phases betweenu, c andt and two relative phases betweend, c andb. These
are in principle unobservable and can be removed by a redefinition of the quark fields. The
remaining four parameters define the CKM matrix uniquely andcan be parameterized by
three anglesθ12, θ23, θ13 and one complexCPviolating phaseδ (see Section 1.3.3).

Using these four parameters, the CKM matrix can be expressedby the standard pa-
rameterization, which was first introduced by Chau and Keung[14]

VCKM =




c12c13 s12c13 s13e−iδ

−s12c23−c12s23s13eiδ c12c23−s12s23s13eiδ s23c13

s12s23−c12c23s13eiδ −c12s23−s12c23s13eiδ c23c13



 , (1.4)

with
ci j = cos(θi j ), si j = sin(θi j ) for i < j = 1,2,3 . (1.5)

1.2.1 Wolfenstein Parameterization

The four parameters of the CKM matrix can be parameterized ina variety of ways. One
common parameterization uses the fact, that the elements onthe diagonal of the CKM
matrix are close to unity whereas the other values get smaller with increased distance as
shown in Equation (1.2). Wolfenstein realized this hierarchy [15] and proposed an expan-
sion using the four real parametersλ , A, ρ andη , with λ as the expansion parameter. The
definitions [16]

s12 = λ ,
s23 = Aλ 2 and

s13e−iδ13 = Aλ 3(ρ − iη )
(1.6)

are exact to all orders ofλ .



4 1. Physics Introduction

η̄

ρ̄

α

βγ

(ρ̄,η̄ )

Ru
Rt

(0,0) (1,0)

Figure 1.2: The Unitarity Triangle.

As seen from Equation (1.5),λ is the sine of the Cabibbo angleθC. This angle was
initially used by Cabibbo to describe the mixing between thefirst two quark families at a
time when the third generation had not yet been discovered [12].

As noted above, this parameterization reflects the observedsuppression of transitions
between quark families by powers ofλ . Transitions between adjacent families, such as
from ab-quark to ac-quark are suppressed by a factor ofλ 2, whereas a transition from a
b-quark to au-quark is suppressed by a factor ofλ 3. Using a Taylor expansion ofVCKM

achieves the unitarity relation to all orders ofλ and leads to the familiar Wolfenstein
parameterization

VCKM =




1−λ 2/2 λ Aλ 3(ρ− iη )

−λ 1−λ 2/2 Aλ 2

Aλ 3(1−ρ− iη ) −Aλ 2 1



+O
(
λ 4) . (1.7)

1.2.2 Unitarity Triangle

Equation (1.3) results in a total of nine expressions (i, j ∈ 1,2,3). Three off-diagonal
relations (i 6= j) can be transformed easily into the other three by exchanging the indices
j andk. From the resulting six conditions, three sum up to one (normalization relations)
and three to zero. Of the latter ones, the relation related toB-physics1 is the one using
j = 1 andk = 3:

VudV
∗
ub+VcdV

∗
cb+VtdV∗

tb = 0 . (1.8)

This relation can be represented geometrically by a triangle in the complex plane as
shown in Figure 1.22. Using the Wolfenstein parameterization (1.7), this formula becomes

Aλ 3(ρ + iη )−Aλ 3+Aλ 3(1−ρ− iη ) = 0 , (1.9)

which shows that all sides are of comparable size, of orderλ 3. Relation (1.8) describes
the only triangle with all lengths and angles of same order, which makes it important for
experimentally measured constraints. It is therefore called theUnitarity Triangle (UT).

1The termB-physics within this thesis describes physics of hadrons containing ab-quark, thus including
mesons and baryons.

2As stated in [17], the geometric interpretation was first pointed out by Bjorken in circa 1986. The first
documentation can be found in [18, 19].
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For presentational purposes, it is conventional to rescalethe side given byVcdV
∗
cb ≈

−Aλ 3 to unity and align it with the horizontal axis. This defines the vertices of the triangle
to be(0,0), (1,0) and(ρ̄, η̄ ) with

(ρ̄, η̄ ) = (ρ,η ) · [(1−λ 2/2)+O
(
λ 4)] . (1.10)

The other two lengths are then, to all orders in the Wolfenstein parameterization [20, 16],

Ru =
∣∣∣VudV

∗
ub

VcdV
∗
cb

∣∣∣ =
√

ρ̄2+ η̄ 2 =
(

1− λ 2

2

)
1
λ

∣∣∣Vub
Vcb

∣∣∣ and

Rt =
∣∣∣VtdV∗

tb
VcdV

∗
cb

∣∣∣ =
√

(1− ρ̄)2+ η̄ 2 = 1
λ

∣∣∣Vtd
Vcb

∣∣∣ .

(1.11)

The three anglesα , β andγ are defined as

α = arg
[
− VtdV∗

tb
VudV

∗
ub

]
,

β = arg
[
−VcdV

∗
cb

VtdV∗
tb

]
and

γ = arg
[
−VudV

∗
ub

VcdV
∗
cb

]
.

(1.12)

For completeness, it has to be mentioned, that another viable convention uses a different
nomenclature for the angles, withφ2 corresponding toα , φ1 to β andφ3 to γ.

Using the Wolfenstein parameterization, Equation (1.12) leads to the following ex-
pressions valid to all orders ofλ

cosγ = ρ̄/Ru , sinγ = η̄/Ru ,

cosβ = (1− ρ̄)/Rt , sinβ = η̄/Rt and

α = π−γ−β .

(1.13)

Finally, a very similar triangle can be obtained by usingVCKM ·V†
CKM = 1 instead of

Relation (1.3) leading toVudV
∗
td +VusV

∗
ts +VubV

∗
tb = 0. Both triangles agree with each

other at theλ 3 level, but a small angleδγ = λ 2η = O (1◦) is encountered between the
base of this triangle and the horizontal axis, which can be probed directly through certain
CP-violating effects. This triangle will not be considered inthe following. The Unitarity
Triangle (UT) referred to within this thesis is always the one defined by Relation (1.8), if
not explicitly stated otherwise. For details consult e.g. [21, 17, 22].

1.2.3 Current Experimental Constraints

The sides and the angles of the UT can be determined experimentally. Their determination
is a major aim of current particle physics. The objective is to overconstrain the UT with a
precise determination of the apex. This is a good test of unitarity and the SM, because all
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measurements have to be consistent. If the determination ofthe sides and the angles does
not lead to a closed UT, this would indicate NP beyond the SM. For example, if there is
another generation of quarks, the CKM matrix is no longer a 3×3 matrix, which leads to
an additional term in Equation (1.8) and a not closed UT [23].Furthermore, some SUSY
models can change the values for∆md and∆ms, which has an impact on the lengthRt .

The decays of kaons andB mesons provide an experimental handle on the lengths
of the sides and the angles of the UT. Currently, at the asymmetric B-factories, two
experiments, BABAR1 [24] and Belle2 [25], are the main contributors forB-physics mea-
surements. Using theϒ(4S) resonance in the clean experimental environment ofe+e−

interactions, which is just above twice the mass ofB0
d andB± mesons, they have already

recordedO
(
108
)

B0
dB̄0

d and B+B− pairs. Additional measurements, especially forBs

mesons, which are not accessible at theϒ(4S) resonance, are currently being performed
by the two experiments D/O and CDF at the Tevatron3. However, the Belle experiment
has taken 23.6 fb−1 of data near theϒ(5S) resonance in 2005 and 2006, which allows to
studyB0

s mesons as well [26, 27].
Furthermore, the CLEO detector4 [28] and the LEP experiments contribute to the

measurement of the UT parameters. In the near future, additional measurements are
possible at the LHC and, for the more distant future, ane+e− ‘super B-factory’, with
a significantly higher luminosity than the currently available B-factories as well as an
International Linear Collider (ILC) [29] are under consideration.

Finally, several experiments for kaon physics (NA48 [30, 31], KTeV [32, 33], NA31
[34, 35] and E731 [36]) give complementary constraints on the UT by e.g. measuring the
CP-violating parameterε in K0 decays.

Combined Fit

Combining all available measurements leads to the most precise determination of the
parameters and the apex of the UT. Two important approaches for combining the mea-
surements and constraining the UT exist. Whereas the CKMfitter group [37] is using
frequentist statistics, the UTfit collaboration [38] uses aBayesian approach. The results
are in good agreement with each other. A summary of all current measurements and
constraints is shown in Figure 1.3.

All measurements constraining the UT are in good agreement with the SM and lead
to the current constraints on the Wolfenstein parameters, which are [1]

λ = 0.2272±0.0010, ρ̄ = 0.221+0.064
−0.028 ,

A = 0.818+0.007
−0.017 and η̄ = 0.340+0.017

−0.045 .

(1.14)

1Located at the PEP-II collider at the Stanford Linear Accelerator Center (SLAC), California, USA. It
was shut down recently in April 2008.

2Located at the KEKB collider at the High Energy Accelerator Research Organization (KEK) in
Tsukuba, Ibaraki Prefecture, Japan.

3Located at the Fermi National Accelerator Laboratory (Fermilab) in Batavia, Illinois, USA.
4Located at the Cornell Electron Storage Ring (CESR), Laboratory for Elementary-Particle Physics

(LEPP), Cornell University, Ithaca, New York, USA.
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Figure 1.3: The current constraints on the Unitarity Triangle from different physics processes
as of summer 2007 provided by the CKMfitter collaboration [37]. The shaded areas
represent the 95% Confidence Level (CL). A similar result is available from the UTfit
collaboration.

The parametersλ and A are already well-known, whereas the uncertainty onη̄ is
about 7% and̄ρ is known to about 20%. The possible measurements constraining the UT
are summarized in the following.

Length Rt

As we will see later in Section 1.3.1, the measurements of themixing frequencies∆md and
∆ms contribute to the determination of the lengthRt . The current values obtained from a
global fit from the CKMfitter collaboration and the UTfit collaboration, respectively, are

Rt = 0.925+0.018
−0.030 [37] and Rt = 0.918±0.030 [38] . (1.15)

Length Ru

The ratio of the matrix elementsVub andVcb is used to constraint the left side of the UT
(see Equation (1.11)). These values are derived from semileptonicB decays using both
inclusive and exclusive decays [39]. Though the inclusive decay modes have a larger
efficiency than the exclusive ones, the signal to noise ratiois better in exclusive decays.
SinceVub is about a factor of 10 smaller thanVcb , b→ c transitions are much more likely
thanb → u transitions. Therefore the determination ofVub is more difficult, mainly due
to the large background coming from theb→ c transitions. More details about this kind
of analysis can be found in e.g. [1, 40, 39]. The results from the global fits are

Ru = 0.371+0.016
−0.015 [37] and Ru = 0.373±0.015 [38] . (1.16)
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Angle α

The angleα is the angle betweenV∗
tbVtd andV∗

ubVud and can be measured directly only by
time-dependentCPasymmetries inb→ uūd dominated modes, in contrast to the determi-
nation of the angleβ , where several different transitions can be used. For a measurement,
the decaysB0

d → π+π−, B0
d → ρ+ρ− andB0

d → ρ±π∓ are used. The determination is dif-
ficult due to gluonicb→ d penguin amplitudes, whose magnitudes are of the same order
of λ with a different CKM phase. Furthermore, theB0 → ρ+ρ− channel is more compli-
cated, sinceρ is a vector meson, leading to three possible angular momentum states. The
physical final state is therefore expected to be a mixture ofCP-even andCP-odd compo-
nents. But polarization studies [41, 42] showed that the final state is almost completely
longitudinally polarized, which corresponds to theCP-even eigenstate, simplifying the
analysis. However, the best precision is achieved withB0 → ρ+ρ−. More details can be
found in e.g. [1, 37, 43, 44]. A combination of the results leads toα = (99+13

−8 )◦ [40] in
agreement with the global fit by the CKMfitter collaboration and by the UTfit collabora-
tion, respectively,

α = (90.7+4.5
−2.9)

◦ [37] and α = (91.2±6.1)◦ [38] . (1.17)

Angle β

The angleβ can be measured with the ‘golden decay modes’B0 → charmonium+ K0

like B0 → J/ψ K0
S, ψ(2S)K0

S, χc1K0
S andηcK0

S, as well asJ/ψ K0
L . These decays are the

theoretically cleanest examples and are dominated by a tree-level decayb → cc̄s with
an internalW boson exchange. A more detailed discussion can be found in e.g. [1].
Since these measurements determine sin(2β), the ambiguities inβ can be resolved by
measuring cos2β (see e.g. [45]) or by applying a global UT fit. The global fits result in
the current world averages of

sin(2β) = 0.688+0.025
−0.024 [37] and sin(2β) = 0.690±0.023 [38] . (1.18)

Angle γ

The angleγ can be measured using the interference between the decaysB− → D(∗)0K(∗)−

andB− → D̄(∗)0K(∗)− with D andD̄ decaying to the same final states. This can be done
using three different methods. Firstly, decays ofD mesons toCPeigenstates can be used.
A second method is to utilize doubly Cabibbo-suppressed decays of theD̄ meson, whereas
currently the determination of the interference pattern inthe Dalitz plot ofD → Ksπ+π−

as the third method results in the strongest constraint ofγ [1, 43, 44].
The current world averages of theγ determination are

γ = (67.6+2.8
−4.5)

◦ [37] and γ = (66.7±6.4)◦ [38] . (1.19)

Constraints from the Kaon System:ε and ε ′

The last constraints to mention are obtained fromCP violation in K0-K̄0 mixing. For a
detailed introduction to the two important parametersε andε ′ see e.g. [46].
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Figure 1.4: Dominant Feynman diagrams describingB0-B̄0 (q= d) andB0
s-B̄0

s (q= s) oscillations.

The parameterε with |ε| = (2.233±0.015) · 10−3 [1] leads to approximately a hy-
perbolic bound in thēρ-η̄ plane with theoretical uncertainties dominant. More detailed
information can be found e.g. in [1].

Finally, the parameterε ′ cannot easily be used to extract CKM parameters, but pro-
vides a qualitative test of the CKM mechanism together withε, namely the existence of
directCPviolation, which results in a non-zero area of the UnitarityTriangle.

1.3 Oscillations of NeutralB Mesons

B mesons are quark–antiquark combinations containing ab quark. WhereB0
d (B̄0

d) mesons
containb̄d (bd̄) quarks,B0

s (B̄0
s) mesons are made of̄bs(bs̄) quarks. Both are summarized

asB0
q with q = d,s.

1.3.1 Mixing Mechanism in the Standard Model

NeutralB0
q mesons can oscillate back and forth to and from their antiparticle before they

decay. This phenomenon is known as the oscillation of neutral B0
q mesons or equivalently

asB0
q meson mixing. It is described in the Standard Model to lowestorder via box di-

agrams as shown in Figure 1.4. In the box diagrams, the oscillation frequency depends

on the ratio
m2

q

m2
W

, wherem2
W is the mass of theW boson andm2

q (q = u,c, t) is the mass of

the quark involved in the transition. Since thet quark is much heavier than thec or the
u quark, it dominates the transition. The contributions of the suppressedc andu quark
exchanges to the total oscillation amplitude are negligible.

Due to this oscillation process, an initially pureB0
q or B̄0

q flavor state will evolve as a
mixture of the two flavor states. The time evolution for a later time t is governed by the
Schrödinger Equation of the form

i
d
dt

( ∣∣B0
q(t)
〉

∣∣B̄0
q(t)
〉
)

= Ĥq

( ∣∣B0
q(t)
〉

∣∣B̄0
q(t)
〉
)

(1.20)

with the 2×2 HamiltonianĤq matrix reading

Ĥq =

(
M̂q− i

Γ̂q

2

)
=

(
Mq,11− i

Γq,11
2 Mq,12− i

Γq,12
2

Mq,21− i
Γq,21

2 Mq,22− i
Γq,22

2

)
. (1.21)
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The mass matrix̂Mq and the decay matrix̂Γq are time independent. The hermiticites
of both matrices simplify (1.21) to

Mq,21 = M∗
q,12 and Γq,21 = Γ∗

q,12 , (1.22)

while theCPT-theorem results in

Mq,11 = Mq,22 = mq and Γq,11 = Γq,22 = Γq . (1.23)

The off-diagonal matrix elements are responsible for the transitions between the charge-
conjugated states and are non-zero. The mass eigenstates are therefore different to the
flavor eigenstates. For both systems (q = d,s), the mass eigenstates are defined as the
eigenvectors of̂Mq− iΓ̂q/2 and are distinguished by the heavyBH,q and lightBL,q state.
They can be expressed in terms of the flavor eigenstates as

∣∣BL,q(t)
〉

= pq
∣∣B0

q

〉
+qq

∣∣B̄0
q

〉
and

∣∣BH,q(t)
〉

= pq
∣∣B0

q

〉
−qq

∣∣B̄0
q

〉
,

(1.24)

with

qq

pq
=

√√√√M∗
q,12− i

2Γ∗
q,12

Mq,12− i
2Γq,12

(1.25)

and the normalization requirement
∣∣qq
∣∣2+

∣∣pq
∣∣2 = 1 . (1.26)

Note that, in general,
∣∣BL,q(t)

〉
and

∣∣BH,q(t)
〉

are not orthogonal to each other. The eigen-
valuesλq,{L,H} of (1.20) are given by

λq,{L,H} =

(
mq− i

Γq

2

)
± qq

pq

(
Mq,12− i

Γq,12

2

)
. (1.27)

Expressing these two eigenvalues asmq,L − iΓq,L/2 andmq,H − iΓq,H/2 leads to

mq,{L,H} = Re(λq,{L,H}) and Γq,{L,H} = −2Im(λq,{L,H}) . (1.28)

It is useful to introduce the mass difference

∆mq = mq,H −mq,L , (1.29)

which is by definition positive, whereas the sign of the decaywidth difference

∆Γq = Γq,L −Γq,H (1.30)

has to be determined experimentally, but is predicted by theStandard Model to be positive.
The average massmq of the eigenstate and the average widthΓq are given by

mq = (mq,L +mq,H)/2 and Γq = (Γq,L +Γq,H)/2 . (1.31)

The decay widthΓq is related to the decay constant by the known relationτq = 1/Γq.
Furthermore, it is convenient to introduce the two parameters

xq =
∆mq

Γq
and yq =

∆Γq

2Γq
=

ΓL,q−ΓH,q

ΓH,q+ΓL,q
, (1.32)

where the so called ‘mixing parameter’xq is by definition a positive real value, whereas
yq is the asymmetry in the widths and lies between -1 and 1.
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1.3.2 Time Evolution of the Mass and Flavor Eigenstates

With the help of Equations (1.27) and (1.28), the time evolution of the mass eigenstates is
given by (see e.g. [47])

∣∣∣B0
q,{L,H}(t)

〉
= e−(imq,{L,H}+Γq,{L,H}/2)·t

∣∣∣B0
q,{L,H}

〉
= e−iλq,{L,H}·t

∣∣∣B0
q,{L,H}

〉
. (1.33)

To express the time evolution of the flavor eigenstates, Equation (1.24) needs to be solved
for B0

q andB̄0
q. This result in

∣∣B0
q(t)
〉

= 1
2pq

[
e−(imq,L+Γq,L/2)·t ∣∣BL,q

〉
+e−(imq,H+Γq,H/2)·t ∣∣BH,q

〉]
and

∣∣B̄0
q(t)
〉

= 1
2qq

[
e−(imq,L+Γq,L/2)·t ∣∣BL,q

〉
−e−(imq,H+Γq,H/2)·t ∣∣BH,q

〉]
.

(1.34)

This can be expressed more concisely with the help of (1.24) as

∣∣B0
q(t)
〉

= gq,+(t)
∣∣B0

q

〉
+

qq
pq
·gq,−(t)

∣∣B̄0
q

〉
and

∣∣B̄0
q(t)
〉

= gq,+(t)
∣∣B̄0

q

〉
+

pq
qq
·gq,−(t)

∣∣B0
q

〉
,

(1.35)

with

gq,±(t) =
1
2

(
e−iλq,L·t ±e−iλq,H ·t

)
. (1.36)

The probabilities to observe a flavor changePmix(t) and no flavor changePunmix(t)
after a timet are given by

Pmix(t)(B0
q → B̄0

q) = 1
η̄ 2

Bq
·
∣∣∣ pq

qq

∣∣∣
2
·
∣∣gq,−(t)

∣∣2 ,

Pmix(t)(B̄0
q → B0

q) = 1
η 2

Bq
·
∣∣∣qq

pq

∣∣∣
2
·
∣∣gq,−(t)

∣∣2 ,

Punmix(t)(B0
q → B0

q) = 1
η 2

Bq
·
∣∣gq,+(t)

∣∣2 and

Punmix(t)(B̄0
q → B̄0

q) = 1
η̄ 2

Bq
·
∣∣gq,+(t)

∣∣2 ,

(1.37)

with the two normalization constants

η 2
Bq

=
∞∫

0
〈B0

q(t)|B0
q(0)〉2dt =

Γq
2

[
1+|qq/pp|

2

Γ2
q−∆Γ2

q/4
+

1−|qq/pp|
2

Γ2
q+∆Γ2

q/4

]
and

η̄ 2
Bq

=
∞∫

0
〈B̄0

q(t)|B̄0
q(0)〉2dt =

Γq
2

[
1+|qq/pp|

2

Γ2
q−∆Γ2

q/4
− 1−|qq/pp|

2

Γ2
q+∆Γ2

q/4

]∣∣∣ pq
qq

∣∣∣
2

.

(1.38)

The absolute values
∣∣gq,±(t)

∣∣2 can be expressed using (1.36) as

∣∣gq,±(t)
∣∣2 =

e−Γqt

2

[
cosh

(
∆Γq

2
t

)
±cos(∆mqt)

]
. (1.39)
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Please note, that the probabilities are not symmetric between theB0
q(t) and B̄0

q(t)
states. They become symmetric, if

∣∣qq/pq
∣∣ = 1, which is equivalent toCP conservation

as detailed in the next section. The current experimental average

∣∣∣∣
qs

ps

∣∣∣∣= 0.9998±0.0046 [48] (1.40)

proves this to be a good approximation. In this limit, the probabilities simplify to

Pmix(t) =
Γq
2 ·e−Γqt

(
1− ∆Γ2

q

4Γ2
q

)[
cosh

(
∆Γq

2 t
)
−cos(∆mqt)

]
and

Punmix(t) =
Γq
2 ·e−Γqt

(
1− ∆Γ2

q

4Γ2
q

)[
cosh

(
∆Γq

2 t
)

+cos(∆mqt)
]

.
(1.41)

1.3.3 CPViolation in the B Meson System

The area of the UT is a measure ofCP (Charge and Parity Symmetry) violating effects
due to the CKM mechanism and is represented by the parameterη (see Equation (1.6)).
The six possible triangles have all the same area, half of theJarlskog invariantJ [49],
with

J = λ 6A2η · (1−λ 2/2)+O
(
λ 10) (1.42)

in the Wolfenstein parameterization. The value obtained bythe CKMfitter collaboration
is J = (3.01+0.19

−0.18) ·10−5 [37]. In the case of noCP violation, the quark mixing matrix is
real and the UT collapses to a line on the horizontal axis as already seen in Section 1.2.2.
Irreducible phases in the CKM matrix, implying the presenceof weak complex couplings,
are needed to introduceCP violation. In the general case ofn quark generations,(n−
2)(n− 1)/2 phases withn(n− 1)/2 angles are introduced. With only two generations
existing, noCP violating effects are possible, whereas three generationslead to exact
one independent phase. That means, this phase can only have physical consequences
in processes involving all three generations, which typically corresponds to processes
containing weak loop contributions. The CKM phase in the standard parameterization of
Equation (1.5) reads

δ = γ+A2λ 4η +O(λ 6) . (1.43)

Multiplying the second and third columns of the CKM matrix byusing the orthog-
onality relation (1.3) forms another UT called UTs. In this triangle not all sides are of
similar size. The smallest size is of orderλ 2 and corresponds toVusV∗

ub/VcsV∗
cb. The

smallest angle is given by

βs = arg

(
−VtsV∗

tb

VcsV∗
cb

)
. (1.44)

StudyingCP asymmetries inB0
s decays into finalCP eigenstates such as e.g.B0

s → J/ψ φ
allows the determination of this angle [50], which corresponds to the phaseφs via

φs = −2βs = −2λ 2η +O
(
λ 4) . (1.45)
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However, the effects ofCP violation within the SM in theB0
s-system are expected to be

small,

φs = −0.04±0.01 [51] . (1.46)

Since this phase is highly sensitive to possible effects of New Physics, an observation of
a larger phase thanO

(
λ 2
)

would be a striking signal for NP. It can be enhanced e.g. by
NP models with a fourth quark generation to−φs ≈ 0.5−0.7 [52].

The current value determined by the D/O collaboration using a data sample corre-
sponding to 2.8 fb−1 is

φs|D/O = −0.57+0.24
−0.30 (stat.)+0.07

−0.02 (syst.) [53] , (1.47)

while the CDF collaboration obtains the bound

φs|CDF ∈ [−2.82,−0.32] (68% CL) [54] (1.48)

with 1.35 fb−1 of reconstructed data. Both results are in agreement with the SM predic-
tion.

Recently, a first hint of NP was reported by the UTfit Collaboration combining all
available experimental information [55]. They observe, that the mixing phase deviates
with a significance larger than 3σ from the SM prediction, although each single measure-
ment included doesn’t show such a significance.

1.3.4 Experimental Status of NeutralB0
q Meson Oscillations

For a precise measurement of the mixing frequency∆mq, its value has to be in an experi-
mentally reachable range. If the oscillation period were orders of magnitude smaller than
the decay time of the particle, it would be almost impossibleto measure it. On the other
hand, if the oscillation is very fast, the detector resolution of the proper decay time is the
limiting factor. Then, only time-integrating methods as mentioned in the next section are
suitable. High event statistics can compensate for effectsof proper time resolution, if it is
in the same range as the oscillation frequency.

Oscillation of Neutral B0
d Mesons

The oscillation of neutralB0
d mesons was first reported independently by the ARGUS [56]

and UA1 [57] collaborations in 1987 using a time-integratedmeasurement method. Since
then, many analyses have been performed by the ALEPH, BABAR, Belle, CDF, D/O,
DELPHI, L3 and OPAL collaborations. A summary of all measurements is presented in
Figure 1.5.

The value of the mass difference∆mq is usually given in units of the oscillation fre-
quency ps−1 usingh̄= 1. Therefore 1 ps−1 corresponds to 6.58·10−4eV/c2. The current
world average of∆md is

∆md = (0.507±0.005) ps−1 , (1.49)
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0.4 0.45 0.5 0.55

∆md (ps-1)

World average
End 2006

 0.507 ± 0.004 ps-1

CLEO+ARGUS
(χd measurements)

 0.495 ± 0.032 ps-1

Average of above
after adjustments

 0.508 ± 0.004 ps-1

BELLE *

(3 analyses)
 0.509 ± 0.004 ± 0.005 ps-1

BABAR *

(4 analyses)
 0.506 ± 0.006 ± 0.004 ps-1

D0 
(1 analysis)

 0.506 ± 0.020 ± 0.016 ps-1

CDF2 *
(2 prel. analyses)

 0.517 ± 0.009 ± 0.013 ps-1

CDF1 *
(4 analyses)

 0.495 ± 0.033 ± 0.027 ps-1

OPAL 
(5 analyses)

 0.479 ± 0.018 ± 0.015 ps-1

L3 
(3 analyses)

 0.444 ± 0.028 ± 0.028 ps-1

DELPHI *

(5 analyses)
 0.519 ± 0.018 ± 0.011 ps-1

ALEPH 
(3 analyses)

 0.446 ± 0.026 ± 0.019 ps-1

 * HFAG average
    without adjustments

Figure 1.5: The current status ofB0-B̄0 oscillation frequency measurements∆md as provided by
the Heavy Flavor Averaging Group (HFAG) [48].

using τ (B0
d) = (1.527± 0.004) ps−1 and assuming∆Γd = 0 [48] (see Page 18). The

theoretical prediction in the SM [58] leads to the formula

∆mq =
G2

F

6π2ηBmBq f 2
Bq

BBqm
2
WS0

(
m2

t

m2
W

)
|VtqV

∗
tb|2 , (1.50)

whereGF is the Fermi coupling constant of the weak interaction. The perturbative QCD
correction factorηB = 0.551± 0.007 is independent ofq = d,s [40]. The Inami-Lim
functionS0 [59] can be approximated [60] in the SM as

S0

(
m2

t

m2
W

)
≈ 2.40·

[ mt

167GeV

]1.52
. (1.51)

The massesmBq, mW andmt are the masses of theBq meson, of theW boson and of
the top quark.fBq denotes theBq meson decay constant,BBq the so-called bag parameter
andVts andVtd are the CKM matrix elements.

This relation can be used to determineVtd and the lengthRt using ∆md (see Fig-
ure 1.3). The experimental uncertainties are dominated by the mass of the top quark and
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the measured precision of∆md. But the precision is completely dominated by theoretical
calculations, namely the decay constantfBq and the bag parameterBBq. These parameters
are subject of many lattice calculations. The results of theJLQCD collaboration are [61]

fBd|JLQCD = (0.191±0.010+0.012
−0.022) GeV and

fBd

√
BBd|JLQCD = (0.215±0.019+0

−0.023) GeV .
(1.52)

The HPQCD collaboration [62] obtains a similar result of

fBd|HPQCD = (0.216±0.022) GeV. (1.53)

Combining both (see [63]) by usingfBd from HPQCD andBBd from JLQCD leads to

fBd

√
BBd

∣∣
(HP+JL)QCD = (0.244±0.026) GeV , (1.54)

with an error still around 10%. To improve the theoretical prediction, the following rela-
tion can be used

∆ms

∆md
=

mB0
s

mB0
d

ξ 2
∣∣∣∣
Vts

Vtd

∣∣∣∣ . (1.55)

Using this formula, many theoretical uncertainties cancel. In this expression,

ξ =
fBs

√
Bs

fBd

√
Bd

= 1.210+0.047
−0.035

∣∣
(HP+JL)QCD

[64] (1.56)

denotes a flavor symmetry-breaking factor, which can be obtained more accurately from
lattice QCD calculations than Equation (1.54). As can be seen, the theoretical uncertainty
is much lower. Comparing this formula with (1.11) and using|Vcb| ≈ |Vts| (see (1.7)),
shows, that using (1.55) results in a better constraint of the right sideRt of the UT. The
determination of∆ms will be discussed in detail in the next section.

Oscillation of Neutral B0
s Mesons

The prediction of the oscillation frequency∆ms is a factor of about 35 larger than∆md

within the SM. Using the lattice QCD calculations from the two collaborations JLQCD
and HPQCD∆ms is obtained as [63]

∆ms|JLQCD = (16.1±2.8) ps−1 and ∆ms|HPQCD= (23.4±3.8) ps−1 . (1.57)

An estimation of∆ms, without any measurements of it, can be obtained using all the
current constraints on the UT as introduced in Section 1.2.3. The most probable value
calculated by the UTfit collaboration is shown in Figure 1.6.They obtain

∆ms = (17.5±2.1) ps−1 [38] . (1.58)

The CKMfitter collaboration achieve a comparable value of

∆ms =
(

17.7+6.4
−2.1

)
ps−1 [37] . (1.59)
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Figure 1.6: Prediction of the mixing frequency∆ms by a global fit of the Unitarity Triangle with-
out using any∆ms measurement provided by the UTfit collaboration [38].

The difference between the two mixing frequencies is shown in Figure 1.7. The Asym-
metryAq shown in Figure 1.7a is calculated using the probabilitiesPq as

Aq =
Pq,unmix(t)−Pq,mix(t)

Pq,unmix(t)+Pq,mix(t)
∝ cos(∆mq · t) . (1.60)

To resolve the faster oscillation frequency∆ms, a comparable proper time resolution to
the oscillation period of the detector is required. Many searches have been performed by
the ALEPH, DELPHI, OPAL and SLD1 collaborations, but these analyses suffer from
the available event statistics. Combining the results excludes a value of∆ms < 14.4ps−1

[1] with 95% CL.
A first two-side bound was reported in spring 2006 by the D/O collaboration [65].

They obtained
17< ∆ms < 21ps−1 (90% CL) , (1.61)

with a most probable value of 19 ps−1 corresponding to a 2σ signal significance. This
result was followed by the first direct observation ofB0

s-B̄0
s oscillations by the CDF col-

laboration [66, 67]

∆ms = (17.77±0.10 (stat.)±0.07 (syst.)) ps−1 , (1.62)

with a 3σ signal significance combining both semileptonic and hadronic decay channels
(see Section 3.2). Recently, D/O updated their result [68] with higher event statistics. The
measurement now exceeds 3σ significance in agreement with the value measured by CDF

∆ms = (18.56±0.89) ps−1 . (1.63)

1The SLD (SLAC Large Detector) detector was located at the Stanford Linear Accelerator Center
(SLAC).
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Figure 1.7b: Probability of B0
s mesons oscil-

lated (mixed) and not oscillated
(unmixed) versus the proper decay
time using the decay constant of
τ = 1.466ps [1].

Both experiments are still increasing their event statistics. Once the LHC is running, the
LHCb experiment is expected to obtain a more precise result within a few month of data
taking [69]. After one year of data taking, corresponding to2 fb−1, they expect around
80 000Bs → Dsπ events with a proper time resolution of≈ 40fs. The statistical error on
the oscillation frequency is expected toσstat

∆ms
≈ 0.01ps−1 [70]. The prospects for ATLAS

to contribute to the measurements will be discussed later within this thesis.

Oscillation in Other Systems

The mixing phenomenology is not limited toB mesons. It is well known in theK-system
and recently, the oscillation of neutralD0-D̄0 mesons were observed evidentially by the
BABAR [71, 72], Belle [73, 74] and CDF [75] collaborations.

As seen, the lifetime differences in theB0
q-systems are relatively small. This is differ-

ent in theK-system, where the large lifetime difference

ΓK,L

ΓK,H
≈ 500 (1.64)

makes it possible to study the decays independently. Due to this difference, the two mass
eigenstates are not distinguished by their heavy and light state, but by the long- (K0

L) and
short- (K0

S) lived states.K0
L corresponds to the heavier state, andK0

S to the lighter state.
Historically, the phenomenology of meson oscillation was first proposed in theK-system
in 1955 [76]. A long-lived strange particle was predicted, and was subsequently found in
1956 [77].
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In contrast to theB0
q-system, the SM prediction for the mixing frequency in theD-

system is complicated due to long-distance contributions,which are difficult to calculate.
Current theoretical predictions forxc andyc (see Equation (1.32)) range over several or-
ders of magnitude [78]. However, mixing in theD-system is very small as the first average
by the Heavy Flavor Averaging Group shows :

xc =
(
8.1±3.0+1.3

−1.7

)
·10−3 and yc = (3.7±+2.5+1.0

−1.5) ·10−3 [79] . (1.65)

The goal of measuring mixing parameters in theD-system is not to precisely deter-
mine CKM parameters due to the imprecise theoretical prediction, but rather to probe for
NP. TheCP violation in theD-system is predicted by the SM to be negligibly small,
since all quarks in the final states of weak decays of charm mesons belong to the first
two generations, where noCP violation with the real 2×2 Cabibbo quark mixing matrix
is possible. The contributions toCP-violating amplitudes from penguin or box diagrams
with virtual b or t quarks are strongly suppressed. An observation of ‘large’CPviolation
in this system would therefore constitute an unambiguous signal for NP.

1.3.5 Lifetime Difference in theB Meson System

As well as the different mixing frequencies∆mq measured in theB0
q-system ((1.49) and

(1.62)), the lifetime differences∆Γq are also expected to be different in the SM. Within
the SM, the lifetime difference can be computed via

∆Γq

Γq
≈ 2π

2S0(
m2

t
m2

W
)

(
m2

b

m2
W

)
xq = O

(
·10−2) ·xq [22] , (1.66)

showing that the lifetime difference in both system dependson the mixing parametersxq,
which are measured to be

xd = 0.776±0.008 and xs = 25.5±0.6 [1] . (1.67)

The difference betweenxd and xs is caused by decays involvingb → cc̄q transitions,
which are Cabibbo-suppressed in the case ofq = d and Cabibbo-allowed forq = s. As a
consequence, the lifetime difference is calculated withinthe SM to

∆Γd

Γd
= (4.09+0.89

−0.99) ·10−3 with ∆Γd = (26.7+5.8
−6.5 ·10−4) ps−1 [51] , (1.68)

which is negligibly small, while

∆Γs

Γs
= (0.147±0.060) with ∆Γs = (0.096±0.039) ps−1 (1.69)

could be sizeable. The current determination by the CDF and D/O collaborations agree
within this prediction. They obtain

∆Γs|CDF =
(

0.076+0.059
−0.063 (stat.)±0.006 (syst.)

)
ps−1 [80] and

∆Γs|D/O =
(
0.19±0.07 (stat.)+0.02

−0.01 (syst.)
)

ps−1 [53] .
(1.70)
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Figure 1.8: Overview of cross sections for different processes as a function of the center of mass
energy

√
s. The cross section forbb̄ production is expected asσbb̄ ≈ 500µbarn at the

center of energy of LHC at
√

s= 14TeV [81].

1.4 B-physics with the ATLAS Experiment

The general aim of ATLAS experiment comprises a variety of physics measurements.
The detector (described in the next chapter) is designed as ageneral purpose discovery
experiment. It will be used for the search for the Higgs bosonand particles predicted by
SUSY theories mentioned in Section 1.1. Additionally, it will be possible to measure
properties of the SM and search for deviations from the predictions. The measurement of
the oscillation frequency of neutralB0

s mesons as well as the determination of the lifetime
difference∆Γs and the weak phaseφs will be performed. Furthermore, studies of QCD,
electroweak and flavor physics such as determining the properties of the top quark are
prepared as well as searches for exotic particles predictedby some extensions of the SM.
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Additionally, a variety of furtherB-physics measurements will be possible. These
include measurements of mesons as well as baryons containing at least oneb quark. At the
LHC center of mass energy of

√
s= 14TeV a largebb̄ cross section ofσbb̄ ≈ 500µbarn

is expected as shown in Figure 1.8. That means, that in about one in 100pp collisions,
a bb̄ quark pair is produced leading to a production rate of 104 Hz at a luminosity of
2·1033 cm−2s−1. The relative fraction of events containing ab quark at the LHC is hence
higher than at machines running at a lower center of mass energy like the Tevatron. This
allows for a comprehensive list ofB-physics studies mainly focussed on searching for
NP beyond the SM with measurements of the CKM matrix properties. Some unsorted
examples of the variety of measurements beside the determination of∆ms is given in the
following paragraphs.

Cross section measurements: Already with the first data, cross section measurements
are possible with inclusive methods as well as using the channel B+ → J/ψ K+ [82].

CP violating studies: ATLAS will contribute to the sin(2β) measurements using the
decay channelB0

d → J/ψ Ks reaching a precision of≈ 0.01 with 30 fb−1 [83]. The deter-
mination of the lifetime difference∆Γs and the weak phaseφs usingB0

s → J/ψ φ will be
detailed in Section 1.4.1.

Study of rare decays: TheB-physics program is mainly focussed on luminosities up to
2·1033 cm−2s−1, but by using a di-muon trigger it becomes possible to study rare decays
even at the design luminosity of 1034 cm−2s−1. Rare decaysb → s,d are only possible
in the SM by flavor changing neutral currents and are sensitive to NP and the matrix
elementsVtd andVts. Decay channels considered are e.g.B0

s → µ+µ− [84], B0
d → µ+µ−,

B0
s,d → γµ+µ−, B0

d → K∗0µ+µ− andB0
d → ρµ+µ− [85].

Heavy quarkonium physics: Due to the high number of events with heavy quarkonium
states likeJ/ψ andϒ, they provide a tool for alignment and calibration of the trigger,
tracking and muon systems. Furthermore, the direct quarkonium production can be used
to test various QCD calculations. Finally, heavy quarkonium states are within the decay
products of heavier states, allowing to study the processesinvolved. For details see e.g.
[86, 85].

Polarization measurement: The decay channelΛb → J/ψ (µ+µ−)Λ(ρπ) is utilized
to measure the spin properties of theΛb hyperon. These measurements are of strong
interest to constrain the theoretical models based on perturbative QCD and Heavy Quark
Effective Therory (HQET) [87].

1.4.1 Decay ChannelB0
s → J/ψ φ

The decay channelB0
s → J/ψ φ followed byJ/ψ → µ+µ− andφ → K+K− can be used

to determine the decay width difference∆Γs and the mixing phaseφs, since this phase ap-
pears inb→ cc̄sdecays. It has a clean experimental signature and can be easily triggered
using a di-muon trigger. The total rate asymmetry ofB0

s andB̄0
s to the same final state

suffers from a partial cancellation from these two contributions, but due to the fact, that
both J/ψ andφ are vector mesons andB0

s is a pseudo scalar, theCP parity of the final
state is a mixture ofCP-even andCP-odd contributions. These can be disentangled on a
statistical basis by an angular analysis of the decay products.
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Figure 1.9: Definitions of the angles in the analysis ofB0
s → J/ψ φ [88].

The angles between the decay products are defined in Figure 1.9 including the trans-
versity angleθtr . Three distinct amplitudes contributing to this decay exist, twoCP even
(A0,A‖) and oneCP odd (A⊥) state. OneCP amplitude (A0) can be constrained by a
normalization condition.

Examining theB0
s decay properties like theB0

s proper time and the angular distribu-
tions of the secondary particles, they include informationabout eight independent param-
eters, which are

◦ the three mixing parameters∆ms, ∆Γs, Γs,

◦ two strong phase differencesδ1 andδ2,

◦ two independentCP AmplitudesA‖ andA⊥, and

◦ the weak phaseφs.

These parameters can be determined by a simultaneous fit to the decay properties. Any
parameter which can be measured externally beforehand improves the result. The mixing
frequency is one of these parameters, whose measurement within ATLAS will be used as
an input to this fit including the appropriate error matrix taken from the same experiment.
ATLAS has the capability to measure∆ms using the two decay channelsB0

s → D−
s π+ and

B0
s → D−

s a+
1 (see Chapter 3). The prospects of measuring the channelB0

s → D−
s a+

1 are
explored within this thesis.

Using the decay channelB0
s → J/ψ φ, ATLAS expects to measureφs with a statistical

error of σ(φs) = 0.1 with
∫ Ldt ≈ 20 fb−1. The expected error of∆Γs/Γs is ≈ 18 %,

while Γs can be measured to a precision of 1.6 % [89].
Although the experiment LHCb is a dedicated experiment forB-physics, they obtain a

comparable sensitivity onφs. After one year of data taking, corresponding to 2 fb−1, their
sensitivity isσ(φs) ≈ 0.05 andσ(φs) ≈ 0.02 using 10 fb−1. These values are still larger
than the value predicted by the SM, but effects of NP, leadingto a larger value ofφs,
would be detectable. For the measurement of∆Γs/Γs, LHCb expects a higher precision
of σ(∆Γs/Γs) ≈ 0.018 using 2 fb−1 [70].
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2

ATLAS Detector

In this chapter, the experimental apparatus, the ATLAS detector, is described. After
showing the location, where the detector is being installed, the ATLAS global coordinate
system is defined, to which the analysis always refers. Lateron, the different detector
components are introduced with an emphasis on the parts relevant for this analysis. Be-
cause of its effect on event selection, the trigger architecture is explained in detail. Finally,
the data storage system and the detector control system are briefly discussed.

2.1 Introduction

2.1.1 Large Hadron Collider

The ATLAS (A Toroidal LHC Apparatus) detector is one of four detectors under con-
struction at the Large Hadron Collider (LHC) [91], which is located at CERN1 near
Geneva, Switzerland. With a planned start time in spring 2009, protons will be acceler-
ated in a circular tunnel of 27 km circumference and at a depthbetween 50 and 175 m.
These protons will be accelerated to 7 TeV in order to collidewith a bunch crossing rate of
40 MHz and a center-of-mass energy of

√
s= 14TeV at the four interaction points, where

the detectors are located [92]. To reach the design luminosity of L = 1034 cm−2s−1, each
of the two rings will be filled with 2808 bunches containing about 1011 protons each.

An overview of the LHC and its installations is given in Figure 2.1. The two general-
purpose detectors, ATLAS and CMS [93], have an emphasis on physics processes with
a high transverse momentum transfer. They have slightly different detector concepts and
complement one another. The LHCb (Large Hadron Collider beauty) experiment [69] is
dedicated toB-physics measurements like precision measurements ofCP violation and
rare decays. In contrast to the ATLAS and CMS collaborations, the LHCb collabo-
ration will analyze the collision products in the forward region using a luminosity of
2 ·1032 cm−2s−1, a factor of 50 lower than the ATLAS design luminosity.

Finally, the LHC is able to accelerate lead ions(208
82Pb) as well, limited by the nominal

magnetic field of the dipole magnets of 8.33 T to a center-of-mass energy of 2.76 TeV
per nucleon [92]. These collisions will be analyzed by the ALICE collaboration with
the ALICE detector [94]. The ATLAS [95] and CMS [96] collaborations also plan to
perform own measurements with ion beams.

1European Organization for Nuclear Research, former Conseil Européen pour la Recherche Nucléaire

23
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∼ 8.6 km

50-175 m

Figure 2.1: Overview of the LHC installations with the four main experiments. Please note the
different scale for vertical and horizontal distances [90].

Before introducing the ATLAS detector in more detail, it is necessary to define some
important quantities and relations concerning the global ATLAS coordinate system.

2.1.2 Global Coordinate System

The global coordinate system of ATLAS is a right-handed coordinate system with the
beam direction defining thez-axis and the transverse plane formed by thex andy direc-
tions. Transverse components of measured variables like the momentump or the energy
E are denoted withpT andET respectively. The positivex-axis points to the center of the
LHC ring, whereas the positivey direction is defined to point upwards. The azimuthal
angleϕ ∈ [0,2π] is measured around the beam axis in thex-y plane following the mathe-
matical positive convention withϕ = 0 pointing in the positivex-direction andϕ = π/2
pointing in the positivey-direction. Therefore, for a particle with the momentum compo-
nentspx andpy, one obtains

tanϕ = py/px . (2.1)

The polar angleθ ∈ [0,π] is the angle measured from the beam axis with positivez as

tanθ = pT/pz . (2.2)

The disadvantage of using the angleθ is that it is not Lorentz invariant. A commonly
used approximation forp≫ m andθ ≫ 1/γ is the pseudorapidity

η = − ln tan(θ/2) , (2.3)
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Figure 2.2: Layout of the ATLAS detector. The overall weight is about 7000 t. The different
detector components are explained in the text [97].

with γ denoting the Lorentz boost. For the transverse plane (θ = 90◦), η is equal to zero,
whereasη goes to±∞ for directions along the beam axis, which means eitherθ → 0◦ or
θ → 180◦.

The distance∆R in the pseudorapidity-azimuthal angle space is given by

∆R=
√

(∆η )2+(∆ϕ )2 . (2.4)

Additionally, three sides are defined for the detector. The side A is the one with positive
z, sideB is the plane withz= 0 and sideC is the one with a negativez-coordinate.

For a particle trajectory two impact parameters are defined.The transverse impact
parameterd0 is defined as the transverse distance from the point of closest approach in
the transverse plane to the nominal beam axis. The longitudinal impact parameterz0 is
defined as the distance inz direction from the point of closest approach to the nominal
interaction point [10].

2.2 Overview of the Detector Layout

The ATLAS detector is located at Point 1 of the LHC ring at a depth of about 80 m
as shown in Figure 2.1. The overall detector layout is presented in Figure 2.2. The
particular detector components are arranged concentrically around the interaction point in
the center of the detector. The innermost part is the Inner Detector and consists of tracking
devices with the aim of reconstructing the trajectories of charged particles as accurately
as possible and to allow for a precise vertex reconstruction. Going outwards, the next
components are the Electromagnetic and the Hadronic Calorimeters. They are built to
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measure the energy of particles. The outermost component isthe Muon Spectrometer,
which is able to precisely determine the momentum of muons. The components operate
within a magnetic field, which is described in the next section.

2.3 Magnet System

Even the acronym ATLAS hints towards the special magnetic configuration of the detec-
tor. Whereas the Inner Detector is surrounded by the superconducting Central Solenoid
(CS) [98], providing a central axial magnetic field of 2 T, theouter Magnet System con-
sists of three large-scale air-core superconducting magnets. One of them is the Barrel
Toroid (BT) [99] in the barrel region. At either end, an End-cap Toroid (ECT) [100]
magnet is located as shown in Figure 2.2. Each of the air-coremagnets is made of 8
coils assembled radially and symmetrically around the beamaxis. This system provides a
magnetic field of approximately 0.5 T (BT) and 1.0 T (ECT) for the Muon Spectrometer
which bends particle trajectories in theR-z plane. This is in contrast to the CS, where
particle trajectories are bent in theR-ϕ plane. [101].

The overall size of the ATLAS detector is dominated by the size of the Magnet System
as well as that of the Muon Spectrometer. The former is 26 m in length and 22 m in
diameter, storing an energy of 1.6 GJ [97].

The CS is built from a single-layer coil and is hosted and supported by the cryostat
of the Liquid Argon Calorimeter (described in Section 2.5.1). This has the advantage,
that it minimizes the amount of material in front of the calorimeters and therefore re-
duces the probability, that particles have interacted withthe material before they reach the
calorimeter. This would negatively affect the energy resolution of the calorimeter.

2.4 Inner Detector

For a mixing analysis and any other decay-time dependent analysis, it is crucial to pre-
cisely reconstruct the production and decay vertices ofBs mesons. Therefore, a precise
reconstruction of the tracks by the Inner Detector (ID) is essential. This can be achieved
using a high number of space points, each measured as accurately as possible. The draw-
back of a many-layered ID is, that increasing the amount of material in the detector raises
the probability of particle interaction and decreases the track reconstruction precision. In
addition, the smaller the individual active detector area per single channel is, the larger
the number of read-out channels and the higher the costs. A balanced way to maximize
the precision and the detection efficiency with only moderate costs has to be found. Fur-
thermore, the tracking system has to be fast, in order to assign the measured hits to the
correct bunch crossing.

With an expected totalpp cross section ofσtot = 100µbarn at the LHC design lumi-
nosity (cf. Figure 1.8), around 1 000 particles are expectedwithin |η | < 2.5 every 25 ns
[97]. This gives a feeling for the conditions the Inner Detector has to cope with.

The occupancy, which is the number of tracks per area, increases with decreasing dis-
tance to the interaction point, whereas the active detectorarea to cover rises with increas-
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Figure 2.3: Cut-away sketch of the Inner Detector. The outermost part isshows the Transition
Radiation Tracker, the gray wheels and the barrel part with same diameter are the
disks and the barrel of the Semiconductor Tracker. The PixelDetector sits as the
innermost part in the center and is detailed in Figure 2.4 [102].

ing distance. To comply with these different requirements,the Inner Detector [103, 104]
of ATLAS is divided into three parts, each using a different technology as shown in Fig-
ure 2.3. For the innermost part with the highest occupancy, three discrete space points
are provided by the Pixel Detector made of silicon pixel modules, described in the next
section. For the second part, the Semiconductor Tracker, a silicon strip detector is chosen
(see Section 2.4.2).

A silicon detector is a semiconductor detector operating like a diode in reverse-biasing
mode. A particle, which is passing through this kind of detector, is producing pairs of
electrons and holes along its path. These can be separated byan external applied electrical
field, since electrons and holes have opposite charges. Theydrift to the silicon surface and
can be detected by charge sensitive amplifying electronics.

The outermost part of the Inner Detector is the Transition Radiation Tracker, which
provides typically 35 hits per track and is detailed in Section 2.4.3.

The Inner Detector is able to measure particles with apT greater than about 500 MeV
and up to|η |< 2.5. For particles with lower momentum, the bending radii of the particles
become too small for them to leave the ID. With the help of the Transition Radiation
Tracker, the ID also provides electron identification up to|η | < 2.0. The overall length
including all support structures is 7.0 m with a radius of 1.15 m [97].

2.4.1 Pixel Detector

The Pixel Detector (PD) [105] consists of three barrel layers at radii of 50.5 mm (b-layer
or Layer 0), 88.5 mm (Layer 1) and 122.5 mm (Layer 2), and threedisks on each side
at z positions of±495 mm,±580 mm and±650 mm to cover a pseudorapidity range
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Figure 2.4: Opened sketch of the ATLAS Pixel Detector showing the three barrel layers and the
three disks on each side [102].

of |η | < 2.5 [102] as illustrated in Figure 2.4. It is made out of 1744 modules, each
with a silicon sensor size of 63.4×24.4mm2, a thickness of 250µm and 46 080 read-
out channels (see Figure 2.5). This gives a total of 80 million read-out channels, which
is approximately half of the available channels needed for the ATLAS detector. This
indicates the importance of the Pixel Detector.

Furthermore, the nameb-layer of the innermost layer already hints for the importance
of this device forB-physics measurements. The small radius of this layer provides a good
vertex resolution, which is crucial to separate the decay and production vertices of e.g.B
mesons. For that reason, it will be explored in more detail.

Each standard pixel has a nominal size of 50µm× 400µm leading to an intrinsic
accuracy for a space point in the barrel region of 10µm in theR-ϕ plane and 115µm in
the z direction, resulting in a good 3D-vertexing capability. Inthe end-cap regions, the
two accuracies are swapped, because the modules are oriented differently [97].

The silicon sensor is composed byn+ patterned implants onn-substrate [106, 107].
After irradiation of a fluence of 2·1013 neq, then-substrate turns into effectivep-doped
silicon substrate. This effect is known as the radiation induced type inversion. After
further irradiation, the depletion voltage increases and finally becomes so excessively
large, that the sensor can only be operated partially depleted. Usingn+ implants has the
advantage, that after type inversion the depletion zone grows from the pixel side, which
results in a good charge-collection efficiency even with a partially depleted sensor.

The expected fluence of particles for theb-layer after five years of LHC operation
is equivalent to 1015 neutrons, each with an energy of 1 MeV (neq) [102]. This cor-
responds to a dose of 500 kGy, which is too high for standard silicon. Therefore, a
highly diffusion-oxygenated silicon bulk is used, which increases the radiation tolerance
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6.34 cm

2.44 cm

Figure 2.5: Photograph of one pixel module. The module is shown sitting in the testing frame,
which facilitates to handle the module during the testing procedure. Afterwards, it is
cut at the polyimide interconnections (located on each side).

to charged hadrons. This results in better charge collection after irradiation and a lower
depletion voltage. The other two layers are expected to reach this dose after at least ten
years of operation.

Additionally, the Pixel Detector has an excellent detection efficiency. A dedicated
Pixel Testbeam measurement using a high-intensity pion beam, corresponding to the de-
sign luminosity ofL= 1034 cm−2s−1, showed that an efficiency of nearly 98 % is reached
[108, 109].

2.4.2 Semiconductor Tracker

The Semiconductor Tracker (SCT) [104] is made of silicon microstrip modules arranged
in four cylindrical barrel layers and nine disks on each side(cf. Figure 2.3). Thus, each
penetrating particle provides at least four precision space-point measurements. Each in-
dividual layer consists of two strip detectors placed on topof each other with a small
stereo-angle of 40 mrad to measure two coordinates simultaneously. In the barrel region,
one set of strips is oriented parallel to the beam direction to measure the angleϕ with high
precision, whereas the second set is tilted to provide thez-coordinate. For the disks, the
geometric arrangement is similar, but rotated. Here, one set of strips is running radially,
with the second one tilted with the stereo-angle. With this arrangement, the intrinsic ac-
curacies for measuring the tracks are 17µm in theϕ direction and 580µm in the second
direction, which is thez-direction for the barrel part and theR-direction for the disks [97].

All in all, the SCT covers a total area of 63m2 with 15912 sensor tiles placed on 4088
modules, leading to a total number of read-out channels of around 6.3 million [97].

2.4.3 Transition Radiation Tracker

The detection principle of this kind of detector is different from that of silicon detectors.
While in a silicon detector charged penetrating particles generate electron-hole pairs, the
signal in the Transition Radiation Tracker (TRT) relies on the transition radiation effect.
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Relativistic charged particles emit photons by crossing the interface of two media with
different dielectric constants. The intensity of this effect, called transition radiation, is
proportional to the Lorentz factorγ. Since only a few photons are generated per transition,
the number of photons has to be increased by using a large number of transitions. The
emitted photons, typically in the X-ray band are detectableby gaseous detectors.

The TRT [104] of the ATLAS detector consists of polyimide drift (straw) tubes,
each with a diameter of 4 mm, interleaved with transition radiation material, made of
polypropylene foils or fibers.

In the center of each straw, a 30µm gold-plated tungsten wire is kept at high negative
voltage to act as an anode, whereas the cathode is formed by a conductive coating on the
straw tubes. The straws are filled with a gas mixture of 70 % xenon (for good photon
absorption), 27 % CO2 and 3 % O2 (for increasing the electron drift velocity and for
photon-quenching) [110].

Since the straws are arranged parallel to the beam axis in thebarrel region, the TRT
only provides a measurement in theR-ϕ plane, with an intrinsic accuracy of 130µm.
The advantage compared to silicon detectors is that the TRT requires less material per
measured point than silicon detectors, but with a lower track parameter accuracy. Due to
the longer measured track length and a high number of space points, this lower accuracy
can be compensated. The TRT contributes significantly to themomentum measurement
of particles passing the Inner Detector [97].

The total number of read-out channels is approximately 365 000.

2.5 Calorimetry

The ATLAS detector consists of a set of calorimeters [111] tomeasure the energies of
particles. A particle entering a calorimeter interacts with the dense material and creates
new particles, which themselves interact with the materialagain. This process produces
a particle shower, which increases until the energies of theparticles created becomes
too low to create new particles. A detailed detection of the shower’s shape is used to
reconstruct the energy of the incoming particle. ATLAS usesa sampling calorimeter
technique, in which material with high density is used as an absorber material to induce
the particle shower. This results in a compact construction. The material is interleaved
with active layers for detection purposes.

Two different kinds of particle showers are distinguished:particle showers induced
by particles interacting primarily via the electromagnetic interaction (mainly electrons,
positrons and photons); and particles predominantly interacting via the strong interac-
tion (hadrons). To account for the different shower types, the first kind is detected by
electromagnetic (EM) calorimeters, and the second by hadronic calorimeters. Since elec-
tromagnetically-induced showers are shorter, EM calorimeters are placed inside hadronic
calorimeters. Muons can usually not be contained and penetrate the dense material of a
calorimeter without absorption.

An overview of the calorimeters used in the ATLAS detector isshown in Figure 2.6.
The calorimeters cover a range of|η | < 4.9 and use different technologies for differentη
ranges as detailed in the following sections.
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∼ 13 m

∼ 8.5 m

Figure 2.6: Overview of the different calorimeter systems. The different systems are described in
Section 2.5 [97].

2.5.1 Electromagnetic Calorimeter

The Electromagnetic Calorimeter [111] of the ATLAS detector is a sampling calorimeter
using lead and Liquid Argon (LAR). It is divided into a barrel part (EM LAR Barrel) with
a pseudorapidity coverage of|η | < 1.475, and two end-cap parts with 1.375< |η | < 3.2,
together called the Electromagnetic End-cap Calorimeter (EMEC). To provide a complete
ϕ symmetry, it uses accordeon-shaped polyimide electrodes for the LAR and lead as the
absorber material. The thickness of the lead absorber isη dependent and is optimized
w.r.t. the energy resolution of the calorimeter. The overall thickness of the calorimeter is
more than 22 radiation lengths (X0) in the barrel part and more than 24X0 for the end-cap
regions [97].

The total material seen by particles in front of the calorimeter is about 2.3 radiation
lengths forη = 0. Therefore, to correct for the energy loss by photons and electrons
due to this material, a special presampler made of an active LAR layer with improved
granularity is placed in front of the electromagnetic calorimeters in the region|η | < 1.8
[97].

2.5.2 Hadronic Calorimeter

The hadronic calorimeters also account for the differentη regions and are therefore di-
vided into three different calorimeter types.
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In the barrel part, the Hadronic Barrel Calorimeter (Tile Barrel) [112] covers|η |< 1.0
and uses iron as absorber and plastic scintillator tiles as active material. The barrel part is
extended to cover the pseudorapidity region of 0.8 < |η | < 1.7, as shown in Figure 2.6.

A second type of calorimeter, the Hadronic Endcap Calorimeter (HEC) [111] covers
1.5 < |η | < 3.2 and uses LAR with a copper absorber in a parallel-plate geometry. The
radiation-hard LAR technique was chosen to account for the higher radiation environment
in this region.

In the forward region with 3.1 < |η | < 4.9, the third type of calorimeter, the Forward
Calorimeter (FCAL) [111], is placed. It also uses LAR and is integrated in the end-cap
cryostats. The FCAL is divided into three modules in each end-cap. The first module uses
copper as absorber material and is optimized for electromagnetic measurements, whereas
the other two modules use tungsten absorbers and measure predominantly the energy of
hadronic interactions. The cells of each module consist of ametal matrix with concentric
rods placed inside tubes arranged parallel to the beam axis.The small gap inbetween,
which is as small as 0.25 mm, provides a high overall density,a compact construction and
a fast signal readout [97].

2.6 Muon Spectrometer

The overall size of the ATLAS detector is dominated by the Muon Spectrometer (MS)
[113]. It is designed to precisely measure the momenta of muons penetrating through the
calorimeters. An overview of the different systems is givenin Figure 2.7. The toroidal
magnetic field, in which the MS operates, was described in Section 2.3.

This system has to detect any penetrating particle very fast, since it is part of the trigger
system (see Section 2.7.1). On the other hand, it has to provide a precision measurement
of the particle track. In order to fulfill both requirements,it is divided into two separate
subsystems. These demands are of central interest within this thesis, since a muon with
at least a certain transverse momentum is used to select the events of interest.

The precision measurement is performed in the barrel regionby three layers of Mon-
itored Drift Tubes (MDTs) at radii of approximate 5 m, 7.5 m and 10 m. In the end-cap
regions, the MDTs form big wheels, as shown in Figure 2.7. TheMDTs cover anη
range up to|η | < 2.7 (|η | < 2 for the innermost end-cap layer). The individual tubes,
each with a diameter of 30 mm, are filled with a gas mixture of argon (93%) and CO2
(7%) operating at an absolute pressure of 3 bar. They achievean average track resolution
of 80 µm.

In the innermost end-cap layer with 2.0 < |η | < 2.7, Cathode Strip Chambers (CSC)
are chosen, which are multiwire proportional chambers withtwo cathodes, each seg-
mented into strips. These chambers provide a higher granularity than MDTs to sustain
the higher rate in that region. Both coordinates (η , ϕ ) can be measured simultaneously,
reaching a precision of 40µm in the bending plane and 5 mm in the transverse plane. The
precision measurement is based on charge interpolation of the cathode strips, which are
oriented orthogonal to the anode wires [97].

For the trigger system, Resistive Plate Chambers (RPCs) areplaced in the region
|η | < 1.05, whereas Thin Gap Chambers (TGCs) are installed in the end-cap regions
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Figure 2.7: The ATLAS Muon Spectrometer in detail. The faster ResistivePlate Chambers
(RPCs) and Thin Gap Chambers (TGCs) are parts of the trigger system, whereas
the Monitored Drift Tubes (MDTs) and Cathode Strip Chambers(CSCs) provide
precision measurements [97].

with 1.05< |η | < 2.4.
An RPC is a gaseous detector without wires, using resistive parallel plates. ATLAS

uses a plate distance of 2 mm and High Voltage (HV) of approximate 4.9 kV. On the
outer side, metallic strips are attached, inducing the signal via capacitive coupling. It is
operated in the avalanche mode, which provides a rate-independent time resolution and
a higher rate capability than in the streamer mode. The RPCs have a time resolution of
1.5 ns, an efficiency of≥ 97 % and measure both coordinatesη andϕ simultaneously.
They tolerate rates up to 1kHz/cm2 and are placed in three concentric cylindrical layers
each containing two detector stations. The RPCs are locatedaround the MDT chambers
in the barrel region, one RPC station above and one below. A muon passing all three
RPC barrel layers results therefore in six measurements of track points. This redundant
measurement per station provides a better efficiency by reducing noise and fake hits due
to e.g. cavern background [114].

The TGCs are multi-wire proportional counters, but with a larger distance (1.8 mm
for ATLAS) between the wires than between the wire and the cathode (1.4 mm). They
provide a good time resolution due to the high electric field around the wires and the small
distance between them. The efficiency is greater than 99 % andthey have a rate capability
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of more than 20kHz/cm2 [97].
The TGC chambers are mounted in such a way that the wires measure the radial

coordinate. The azimuthal coordinate is measured by radialcopper strips applied on the
back side of the cathode plates.

To achieve the required spacial resolution over the whole dimension of the Muon
Spectrometer, an optical alignment system is used both within and between the chambers.
A detailed description of this system can be found e.g. in [115, 116].

2.7 Trigger System

At the LHC, operating at the design luminosity of 1034 cm−2s−1, around 23pp inter-
actions are expected to occur every bunch crossing, taking place every 25 ns. With an
overall number of read-out channels in the order 108, the average size of an event is
around 1.6 MByte. Clearly, the full detector data of all events cannot be handled. Only a
small fraction, about 200 events/s, can be transferred to permanent storage.

This requires stringent selection criteria to select events containing relevant physics
processes. As presented in Figure 1.8, the totalppcross section is much larger than those
of the processes of interest within the ATLAS physics program. The vast majority of in-
teractions are QCD background events with a small transverse energy transfer. Therefore,
events with high transverse momentum are of special interest.

To meet the requirements of the data selection, an efficient trigger system has to be
applied with a fast rejection of background events and simultaneously a high selection
efficiency for the processes of interest.

The trigger system [117] of ATLAS uses three distinct levels. They are called

◦ First Level Trigger (LVL1),

◦ Second Level Trigger (LVL2) and

◦ Event Filter (EF).

The latter two levels form the High Level Trigger (HLT). A block diagram of the trigger
system is shown in Figure 2.8.

Each level reduces the trigger rate significantly. Higher levels in the trigger chain
can access the information from previous levels. Additionally, they benefit from more
complete detector information for each event. Furthermore, with the decreasing trigger
rate per level, the permissible latency, which is the maximum allowed processing time for
each event, increases. This allows more complex selection algorithms to be executed.

A detailed description of these different trigger follows in order to understand better
the strategies applied to efficiently select events, neededfor the analysis within this thesis.

2.7.1 First Level Trigger

The First Level Trigger (LVL1) [118] is designed to process all events with the bunch
crossing rate of 40 MHz. It reduces the rate to a maximum of 75 kHz (upgradeable to
100 kHz). In the first year of data taking (2008), this is limited to about 37 kHz [119] due
to a limited HLT input capacity.
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Figure 2.8: Schematic view of the three-stage trigger system used in ATLAS. Every stage re-
duces the event rate significantly [118].

The trigger decision is based on the information of the muon and calorimeter systems.
The muon trigger system searches for events containing muons with high transverse mo-
menta (highpT ), whereas the calorimeter trigger systems are searching for high energy
depositions and missing energy (/E) with a coarse granularity.

The decision has to be taken very fast within the fixed maximumlatency of 2.5µs.
Therefore, the trigger system is built from special hardware (custom electronics). The
full detector information is not available within that short latency, e.g. tracking informa-
tion from the Inner Detector cannot be used at this stage. It is therefore pipelined to be
processed by the HLT [97]. Furthermore, due to the requirement of the fast decision, the
resolution achieved with the available information is worse than using the whole detector
information.

The information of the different trigger systems and signatures are combined by the
Central Trigger Processor (CTP) [118]. Up to 256 trigger menu items can be defined as
well as prescales used. Prescaling allows to reduce the rateof a signature by selecting
only everynth event, withn corresponding to a pre-defined factor.

Each triggered item defines a Region of Interest (ROI) in the detector. The position
of these ROIs are passed to the HLT, which can search for additional signatures within
such an ROI. This saves processing time compared to searching for signatures within the
whole Inner Detector (FullScan), but compromises efficiency.
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Figure 2.9: Schematic view of the muon system with the pivot stations as used in the trigger
system [97].

Muon Trigger System

The trigger information from the muon system is taken from the RPCs in the barrel and
TGCs in the end-cap regions as described in Section 2.6. Theyhave to provide a fast
discrimination on the muon transverse momentum and reject random hits from particles
not originating from the interaction point like e.g. background neutrons or gammas from
the experimental hall.

The systems in the barrel and end-cap regions use three layers of chambers, each with
two detector stations. A lookup table system is used to decide if the penetrating muon has
reached a certainpT threshold within the latency constraint, based on geometrical roads.
To be able to reconstruct thepT over a wide range, the system is divided into two parts,
the low-pT and high-pT trigger. For each system, three different threshold valuescan be
defined in parallel, i.e. each system can store three lookup tables. The threshold range for
the low-pT system is approximately 4-9 GeV and 9-35 GeV for the high-pT system [97].

The decision principle is illustrated in Figure 2.9. In the barrel region, the middle
RPC layer (called RPC2) is used as a pivot station. A muon withinfinite momentum
would traverse the detector on a straight line, since the track would not be deflected by
the magnetic field. With less momentum, the track curvature increases.

Each time a signal is detected in a barrel pivot station, the inner RPC (RPC1) is
searched for further hits within a road defined by a muon with infinite momentum travers-
ing from the center of the interaction region to the the triggered pivot channel position.
The allowed channels for a specificpT thresholds are taken from a lookup table.

As an example, such a lookup table is shown in Figure 2.10 for the low-pT coincidence
requirement. Thex-axis is showing adjacent channels of the pivot station (pivot channels),
whereas the channels from the inner RPC (low-pT channels) are placed on they-axis. If
an assumed muon with infinite momentum, which originates from the interaction point,
produces a signal in a specific pivot channel, it would hit a specific low-pT channel.
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Figure 2.10: Example coincidence matrix [120].

Muons with less momentum are connected to neighborhood low-pT channels. ThepT

resolution is limited by the distance of the different RPC channels. A muonpT cut can be
applied by accepting signals in a certain number of adjacentlow-pT channel. The larger
the number of allowed low-pT channels, the lower is the applied cut.

Therefore, the inner band (blue) in Figure 2.10 defines the highest threshold (here
10 GeV), surrounded by two bands with thresholds of 8 GeV (green) and the 6 GeV (red).

To pass the low-pT trigger, a coincidence in three out of the four detector stations in
the inner two layers is required. For largerpT values, the bending radius becomes too
large for a goodpT separation. The high-pT system therefore uses a low-pT coincidence
and an additional hit in one of the two stations of the outer RPC (RPC3) layer. To account
for the larger bending radius of high-pT muons, the distance from the pivot layer to these
stations is larger than to the low-pT layer [114].

The two projectionsR-ϕ andR-z are treated independently and are combined after-
wards. This reduces significantly, together with the coincidence requirement, the fake rate
due to the cavern background and other sources.

The same principle is used in the end-cap region. Here, the outermost TGC layer
(TGC3) is used as the pivot station and the middle layer (TGC2) for the low-pT coinci-
dence. The high-pT coincidence is done with the TGC1 layer [97].

A typical turn-on curve is shown in Figure 2.11. The thresholds are defined for 90 %
efficiency w.r.t. the plateau. The slope of the turn-on curvereflects the limited resolution
of the trigger system. Muons with apT below the defined threshold have a non negligible
probability to pass the trigger. But these can be rejected byhigher trigger levels, which
include a more precise muonpT measurement. Support structures, which prevent the
installation of trigger chambers in some places, cause a significant efficiency drop in
theη -ϕ plane. The overall averaged efficiency well above the appropriate thresholds is
therefore limited to about 82 % for the low-pT and 78 % for the high-pT trigger system
[121].

As well as single muon trigger signatures, the LVL1 muon trigger provides a di-muon
trigger, possibly having a differentpT threshold for each muon. With an lower overall trig-
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Figure 2.11: Trigger efficiency curves for the barrel ((a) and (b)) and end-cap ((c) and (d)) regions.
Low-pT thresholds are displayed in the left plots ((a) and (c)), whereas high-pT ones
are shown on the right hand side ((b) nd (d)). The thresholds are defined at thepT

reaching an efficiency of 90 % w.r.t. plateaus [121].

ger rate than the single muon trigger, this allows to triggerefficiently on decays involving
e.g. aJ/ψ decaying into two muons. Special care is taken to avoid double-counting
muons, especially in the transition region between the barrel and end-cap region.

Calorimeter Trigger System

The LVL1 calorimeter trigger system [118] uses the information from all calorimeters,
but with coarse granularity (0.1×0.1 in η ×ϕ ), resulting in approximately 7200 analog
trigger towers. A positive trigger decision requires an energy deposit above a tunable
threshold.

The system searches for high-ET electrons, photons, jets andτ -leptons which decay
into hadrons. Events with large transverse energyET and large missingET (/ET) can be
selected as well. Additionally, it is possible to trigger onthe scalar sum of jet transverse
energies.

The center of each energy deposition defines the coordinatesin η andϕ of the Region
of Interest. These coordinates are transferred to a system called ROI builder. The output
of this system is passed on to be processed by the HLT.
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2.7.2 High Level Trigger

The High Level Trigger (HLT) [122] is divided into the SecondLevel Trigger (LVL2)
and the Event Filter (EF) described in the following sections. In contrast to the LVL1,
the HLT is almost entirely based on computers and network components, which are com-
mercially available, i.e. established as a computer farm.

Level 2 Trigger

The LVL2 system is seeded by ROIs which are provided by the LVL1 system. This has
the advantage that only a small amount of the whole detector data has to be transferred and
processed, which results in shorter processing times than afull reconstruction (FullScan)
of all the available detector data for that event. For lower luminosities than the design
luminosity, however, it is possible to use the FullScan (FS)mechanism.

The LVL2 system reduces the event rate to approximately 2 kHzwithin an average
processing time of around 10 ms per event. In 2008, the rate islimited to approximately
1 kHz due to a limited number of processing nodes [119].

Since both the whole granularity of the calorimeters and theinformation from the
muon precision chambers are available, the LVL2 first confirms the LVL1 decisions with
better accuracy. This results in a sharper turn-on curve than the one shown for LVL1
in Figure 2.11. Information from the ID with track and vertexreconstruction is now
available and as well used to reduce the trigger rate.

The trigger selection criteria used are usually inclusive signatures, i.e. they attempt to
select all events which fulfill a certain threshold. For signatures used within theB-physics
program, special algorithms are provided to select the decay products ofB-hadrons and to
make use of the vertexing capabilities. This will be detailed in Section 3.3.2, specifically
for the trigger signature used for the reconstruction of thehadronic decay channelB0

s →
D−

s a+
1 .

Event Filter

The EF reduces the trigger rate to about 200 Hz and has an average processing time per
event in the order of 1 s. It has access to fully-built events and can use offline algorithms,
which result in e.g. a more precise track reconstruction as well as more precise vertex
reconstruction.

For each event passing the trigger selection cuts, a tag is added. This includes infor-
mation about the trigger signatures, the event passes. Afterwards, the event is transferred
to the Data Storage System, explained in the next section.

Detailed information about the HLT can be found e.g. in [122,97].

2.8 Data Storage System

The maximum output rate of the EF is about 200 Hz with an average event size of
1.6 MByte. This requires an average rate of 320 MByte/s transferred from the EF to stor-
age. With an expected beam time per year of 107 s, this sums up to 3.2 PByte collected
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each year. The four experiments at the LHC will accumulate a total of approximately
15 PByte of data each year. [123]

This amount of data cannot be handled centrally and requiresa carefully planned
infrastructure. This infrastructure, as well as all the data storage, is built and maintained
by the LHC Computing Grid (LCG) [123] project. The system connects many computing
facilities to distribute the data and computing jobs and is called the ‘Grid’ for short. It
foresees a hierarchical tree structure of the computer centers involved, which are spread
around the world.

The raw EF output data is transferred to the root center, the so-called Tier-0, which
is the CERN computing center. One copy of the raw data is stored there on tapes via
the CASTOR1 system and in parallel, a second copy is transferred to permanent mass
storage in one of the Tier-1 facilities. After a first pass of reconstruction, the derived Event
Summary Data (ESD) data (see Section 4.2) is transferred to one Tier-1 facility, which
has the prime responsibility for the data including furtherprocessing. Additionally, a copy
is transferred to a second Tier-1 center. Derived and slimmed data, processed in the Tier-1
center, is transferred to the next layer of computing centers, the Tier-2 facilities. These
Tier-2 centers provide computing and storage capacity usedfor the end-user analyses.

Additionally, it is already possible to perform Monte Carlo(MC) event simulations
using these facilities, e.g. this analysis uses the services provided by these facilities. These
MC simulations use a lot of computer power and storage capacities. Therefore, to perform
detailed studies of the detector performance, before first data is taken, such facilities are
important.

The large amount of experimental data expected from the detector makes it impossi-
ble to transfer all events needed for a specific analysis to local computers by the end-user.
Computing jobs containing specific reconstruction algorithms will be sent to the com-
puting facilities, and will be processed at locations wherethe data is available. Only the
result will be sent to the physicist for further analysis.

A more detailed introduction is presented e.g. in [123, 124].

2.9 Detector Control System

For the persistent and safe operation of the ATLAS detector,a Detector Control System
(DCS) [122] is indispensable. It provides facilities to supervise all detector components.
In addition to the possibility to view the current status of all detector components, it allows
interactions with these components to ensure the safe operation of the detector.

It is a distributed control system and every detector component has special front-end
electronics integrated to implement information logging and supervision functionality.
All error and warning messages as well as actions taken by this system are saved and are
centrally accessible for e.g. post mortem analysis.

1CERN Advanced Storage Manager
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Strategies for a Mixing Analysis in
ATLAS

This chapter begins with a short overview of decay channels suitable to measure theB0
s

oscillation frequency∆ms with the ATLAS detector, in particular the decay channelB0
s →

D−
s a+

1 . After this, the trigger strategy for this channel is described in detail, followed by
an introduction to the methods used for tagging theB0

s as mixed or unmixed. The chapter
closes by discussing background channels, which are relevant for this thesis.

3.1 Overview of the Mixing Analysis

The determination of the oscillation frequency∆ms, referred to as mixing analysis, re-
quires a variety of considerations. These are divided into

◦ the choice of the decay channels to use,

◦ the trigger strategy,

◦ the tagging strategy,

◦ the event reconstruction procedure and

◦ the determination of∆ms from reconstructed events.

The individual steps are discussed in the following sections.
Firstly, suitable decay channels with a clean experimentalsignal have to be identified,

i.e. channels whose final state particles leave a clear signature in the detector. Further-
more, these decay channels should have a large branching ratio, so that as many events as
possible are available for the analysis.

As the next step, the trigger system has to be taken into account. The events pro-
duced in the detector have to be selected with high efficiencyfor the signal events, while
maintaining an as good as possible suppression of background events. The trigger rate
should be kept reasonably low, so that the maximum availablebandwidth for the physics
processes of interest is not exceeded. Furthermore, the search algorithms have to be fast,
because the average HLT computing time per event is limited.The trigger strategy is also
an important consideration, when suitable decay channels are being chosen.

Those events, which pass the whole trigger chain, are passedto the reconstruction
process, with the aim of reconstructing the signal decay. Cuts on kinematic quantities are
applied in order to suppress events containing exclusive background decays with a similar
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B0
s −→ D−
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1

−→ φ π−

−→ K+ K−

−→ ρ π+

−→ π+ π−

Figure 3.1a: Signal topology of theB0
s →

D−
s a+

1 decay channel.
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Figure 3.1b: Feynman diagram of theB0
s →

D−
s a+

1 decay.

decay topology, as well as combinatorial background. The latter are events with randomly
combined tracks passing selection cuts.

The determination of∆ms requires two important pieces of information from the re-
constructed decays, namely the proper decay time of theB0

s meson, and whether theB0
s

(B̄0
s) meson has oscillated (‘mixed’) to its antiparticlēB0

s (B0
s) or not (‘unmixed’) during

its lifetime. TheB 0
s

(−)
meson’s state is called the mixing state of theB0

s meson.
The proper decay time is measured using kinematic variablesfrom the reconstructed

event, whereas the mixing state is extracted by flavor tagging methods (see Section 3.4).
The accuracy of the reconstructed kinematic variables clearly depends on the experimen-
tal apparatus. Its determination requires a detailed simulation including a realistic detector
description.

3.2 Decay Channels Used in the ATLAS Experiment

In the ATLAS experiment, two fully hadronic decay channels are considered for the
determination of the oscillation frequency∆ms, B0

s →D−
s π+ andB0

s → D−
s a+

1 . This thesis
explores the prospects for theB0

s → D−
s a+

1 decay channel. The potential of the decay
channelB0

s → D−
s π+ is covered e.g. in [125].

The B0
s → D−

s a+
1 (or B0

s → D−
s π+) decay channel includes the appropriate charge-

conjugated decay chain. This means that, if not stated explicitly in this thesis, theB̄0
s →

D+
s a−1 (B̄0

s → D+
s π−) decay is implicitly included, while the general processesare ex-

plained using the charge configuration of theB0
s → D−

s a+
1 (B0

s → D−
s π+) decay.

In both decay channels,B0
s → D−

s a+
1 andB0

s → D−
s π+, theB0

s decay is followed by
D−

s → φπ− andφ → K+K− as shown in Figure 3.1a. The vector mesona+
1 in theB0

s →
D−

s a+
1 channel decays viaa+

1 → ρπ+ followed by ρ → π+π−. The b̄-quark in theB0
s

meson decays via the weak interaction into a ¯c-quark by emitting aW+ boson. Together
with the remainings-quark from theB0

s meson, the ¯c-quark forms aD−
s meson, whereas

theW+ forms thea+
1 meson in the case ofB0

s →D−
s a+

1 . The Feynman diagram illustrating
this process is presented in Figure 3.1b.

A second sub-decay of theD±
s meson, used by CDF [66] and D/O [68], is D−

s →
K∗0K−, followed byK∗0 → K+π−. This was also studied for the ATLAS experiment in
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Ref. [85]. By including this sub-decay, the overall number of events available would be
increased by approximately 30%. However, the width of theK∗0 is found to be larger than
that of theφ meson. The cut applicable to the invariant mass of theK∗0 candidates must
therefore be looser, which increases the background contribution. Furthermore, every
additional sub-decay has to be considered individually in the trigger system. Including
these ones would increase the total processing time and output rate in the HLT system.
For this reason, at the moment the ATLAS Collaboration does not plan to use this sub-
decay.

The branching ratio of the third sub-decay used by CDFD−
s → π−π+π− is (1.22±

0.23) %, a factor of about 3.6 smaller than the branching ratio forD−
s → φπ− [1]. Fur-

thermore, only one instead of two mass constraints is applicable during the selection
process, since an additional vector meson like aφ meson is not available in the decay.
This increases the combinatorial background contributionfor this channel. Therefore, to-
gether with the limited HLT processing time per event, this sub-decay is also currently
not considered.

Semileptonic decays likeB0
s →D−

s µ+ν are also suitable for the determination of∆ms,
but with the drawback that the neutrino information is missing. The unknown neutrino
momentum affects the reconstruction of the transverse momentum of theB0

s meson, which
results in a degraded proper time resolution. On the other hand, the overall cross section
is higher, which improves the analysis by means of a larger number of reconstructed
events. The transverse momentum measurement accuracy is improved by introducing a
correction factor for the observed transverse momentum of theB0

s meson. The correction
factor distribution can be obtained from Monte Carlo simulations [126].

In general, semileptonic decays would have an advantage, ifthe mixing frequency
∆ms were low. In the region close to the measured value, the proper time resolution is
typically the limiting factor in the measurement.

Both CDF and D/O analyze semileptonic decays to improve the available sample size
[66, 65]. Within the ATLAS experiment, the use of these events is currently not planned.
However, with the trigger strategies for LVL1 and LVL2, as described in the next section,
these events will be selected, especially at lower luminosities, where loose selection cri-
teria at the EF stage are applicable. Detailed Monte Carlo studies are required to study
the possibility of using this type of decay with the ATLAS detector.

Signal Decay Process

Before discussing the trigger strategy in more detail, the signal decay process will be
illustrated, as it is seen by the detector.

At the LHC, two proton bunches intersect at 14 TeV center-of-mass energy. This
produces abb̄-quark pair at a rate of about one for 100 collisions. Both quarks hadronize
to B hadrons, whereas thēb-quark forms theB0

s meson on the signal side as presented
in Figure 3.2. With a lifetime ofτB0

s
= (1.466± 0.059) ps [1], theB0

s meson travels
a significant distance (cτ = 439 µm) [1] before it decays into aD−

s meson and ana+
1

meson. In order to distinguish the production and decay vertices, a good vertex resolution
is required. Thea+

1 meson and theρ meson decay almost instantaneously, whereas the
D−

s decay vertex is separated from theB0
s decay vertex in the detector. The lifetime of
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Figure 3.2: B0
s → D−

s a+
1 decay topology as seen by the detector. Theµ− could also be aµ+ in

the case that the muon originates from a cascade decay or if the B hadron oscillates
before it decays.

theD−
s meson iscτ = 149.9 µm [1] and it decays via aφ meson to two kaons and one

pion. The flight distance of theφ meson is small compared to the vertex resolution. In
summary, three vertices are reconstructed. These are theB0

s andDs meson decay vertices,
as well as the primary vertex, where the protons collide and theB0

s meson is produced.

On the tagging side, theb-quark forms aB hadron, which can be either aB meson or
a baryon containing ab-quark. The event is only selected if theb-quark decays semilep-
tonically into a muon, which is then used both for trigger andtagging purposes.

3.3 Trigger Strategies

In order to cope with the high bunch crossing rate of 40 MHz at the LHC, stringent se-
lection criteria are required for the trigger system. Additionally, the trigger strategy has
to be flexible, since an initial run is planned at the luminosity of Linitial = 1032 cm−2s−1.
The luminosity will be increased until the design luminosity of Ldesign= 1034 cm−2s−1 is
reached. This requires a flexible trigger strategy to adjustto changing luminosity scenar-
ios. Furthermore, the production cross sections have largeuncertainties, because they are
extrapolated from measurements at a lower center-of-mass energy of 1.96 TeV at Teva-
tron. This also leads to an uncertainty in the expected constraints on the trigger rate as
well.
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3.3.1 Level 1

For the trigger strategy at the LVL1 stage, a muon is required, as illustrated in Figure 3.2.
The muon originates from a semileptonicb-quark decay on the tagging side. This require-
ment is satisfied by the LVL1 muon trigger mechanism. The muonpT cut should be as
low as achievable, as discussed in Section 5.2.

Additionally, the LVL1 jet algorithm defines jet ROIs used at the LVL2 stage. The jet
algorithm employs the electromagnetic and hadronic trigger towers, which have a granu-
larity of about∆η ×∆ϕ = 0.1×0.1. The granularity becomes coarser for larger values
of η . The transverse energy of 4×4 trigger towers is summed up using a sliding window.
The position of the jet ROI is the local transverse energyET maximum as defined in [118].

The ROI multiplicity should be small, ideally one to two, in order to save processing
time. The LVL1 jet ROI multiplicity depends on theET cut as well as on the size of the
ROI (see e.g. Ref. [127]).

3.3.2 Level 2

As a first step, the muon candidate which has been found by the LVL1 system is confirmed
by the LVL2 system. Since the information from the precisionmuon chambers is available
at this stage, thepT of the muon is then determined more precisely. A steeper riseof the
LVL2 muon turn-on curve than the one at the LVL1 stage (cf. Figure 2.11) is reached.
This results in a larger number of muons with lowpT being rejected and in a reduction of
the trigger rate seen by the next processing steps.

A fast LVL2 algorithm (MuFast) [122] is executed using the information from the
Muon Spectrometer. To achieve apT estimate quickly, this algorithm uses a lookup table
system, which depends on the pseudorapidityη , the angleϕ and the sagitta of the muon
measured (see e.g. Ref. [128]).

To improve the accuracy of the momentum measurement, the reconstructed muon
tracks are combined with the information from the Inner Detector using theMuComb [122]
algorithm. This helps to reject charged pions and kaons, which decay in flight, as well
as fake tracks reconstructed by the Muon Spectrometer. The latter are induced by cavern
background.

For B-physics, specific algorithms are implemented at the LVL2 stage. For the∆ms

analysis, an algorithm is run, which looks forD±
s candidates decaying viaD±

s → φ(→
K+K−)π±. The corresponding trigger item is called a ‘DsPhiPi’ object. Since theD±

s
decay is a common part of the fully hadronic decay channelsB0

s → D−
s a+

1 and B0
s →

D−
s π+, this trigger item is suitable for both fully hadronic decaychannels. The algorithm

first combines available tracks, which are reconstructed atthe LVL2 stage, to search for
a φ meson. Eachφ candidate found is combined with another track to search forD±

s
candidates.

For theDsPhiPi trigger item, two approaches are available. At low luminosities, a
search using the FullScan algorithm is admissible. In this case, the full information of the
Inner Detector is used. At higher luminosities, the processing time of the FullScan algo-
rithm is expected to exceed the allowed maximum time. Then the ROI-guided approach is
used, which relies only on reconstructed tracks in regions of ∆η ×∆ϕ = 1.5×1.5 around
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all jet ROIs above a certain jetET threshold, as defined in [129]. The jet ROIs are pro-
vided by the LVL1 system. The luminosity at which the strategy has to be changed is
expected to be of the orderL = (1032−1033)cm−2s−1 [125].

The track reconstruction algorithm is the same for the FullScan and ROI-guided ap-
proach. The algorithmIDSCAN [130, 131] is used to reconstruct tracks in the Inner Detec-
tor, with apT cut of 1.4 GeV applied to all tracks. To selectφ candidates, kinematic cuts
are applied to each oppositely-charged track pair. These are

◦ |∆z| < 3 mm,

◦ |∆ϕ | < 0.2,

◦ |∆η | < 0.2 and

◦ 1005 MeV< mKK < 1035 MeV.

Thez variable is one of the canonical track parameters defined w.r.t. the nominal interac-
tion point. Since the mass of each track cannot be measured with the ATLAS detector, a
pion mass is assumed for each track candidate by default. However, the invariant mass of
theφ candidate is calculated using the kaon mass for each of the two tracks.

Each track pair passing the cuts is combined with each remaining reconstructed track,
assuming a pion mass. A cut on the invariant mass of the three tracks of

◦ 1908 MeV< mKKπ < 2028 MeV

is applied. AD±
s candidate is found, if the three tracks can be combined to a common

vertex, using a fast vertexing algorithm.
The event passes the LVL2DsPhiPi trigger if at least oneD±

s candidate is found. All
candidates are saved in aDsPhiPi object and are accessible at later stages. If necessary,
a cut on theχ2 of the vertex fit could be applied to further reduce the LVL2 rate [127].

3.3.3 Event Filter

At the EF stage, thepT of the muon is determined again, using theTrigMOORE algorithm.
This algorithm is based on theMOORE (Muon Object Oriented Reconstruction) [132] al-
gorithm, working in a seeded mode.

With a better mass resolution expected at the EF stage than atthe LVL2 stage, a very
similar selection strategy to search forD±

s mesons is implemented.
First studies [125] indicate that for luminosities above∼1033 cm−2s−1, the EF rate

exceeds its maximum, if only the LVL2 decision is confirmed, using a better track recon-
struction accuracy. One idea for improvement is to introduce aB0

s meson reconstruction
algorithm for the two fully hadronic decay channelsB0

s → D−
s a+

1 andB0
s → D−

s π+ at the
EF stage. A preliminary study [125] using inclusive background samples, shows that a
reduction factor of about 60 could be achieved. This study was performed using offline re-
construction cuts. The reduction of triggered signal events is calculated to be about 55 %.
This has to be confirmed by an implementation of the search algorithm in the EF and
using minimum bias events. Applying this strategy at higherluminosities, an acceptable
EF output rate is expected to be achievable.
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3.3.4 Luminosity-dependent Strategies

The trigger strategy has to be as flexible as possible, sincebb̄ production cross sections
have not yet been measured at the LHC center-of-mass energy.Furthermore, the lumi-
nosity starts low and will be increased until the design luminosity is reached. A large part
of B-physics measurements, such as this analysis will be conducted at luminosities below
the design luminosity.

The maximum trigger rate must not be exceeded. On the other hand, the number
of triggered events in the signal channel is insufficient when tight trigger cuts are used.
Therefore, a flexible trigger strategy is indispensable to efficiently select signal events.

Key ingredients of a flexible trigger strategy are the following.

◦ Since the LVL1 trigger rate highly depends on the muonpT cut applied, as shown
in Section 5.2, the LVL1 trigger rate can be adjusted by changing this cut.

◦ For low luminosities, the FullScan algorithm will be used. An ROI-guided approach
is also available to save processing time at the LVL2 stage, if necessary.

◦ The required jetET at LVL1 to form an ROI can be adjusted to limit the trigger rate.

◦ For further rate reduction at LVL2, a cut on theχ2 of the vertex fit might be applied.

◦ A B0
s meson reconstruction is introduced at the EF stage.

◦ As a last resort, theDsPhiPi trigger element could be prescaled. This would re-
duce the number of signal and background events by the same factor. However, all
measures with better efficiency for signal events and largerbackground suppression
must be applied first.

A detailed Monte Carlo study of trigger scenarios and different luminosities including
expected trigger rates is presented in [125, 127].

3.4 Soft Muon Tagging

The knowledge of theB0
s flavor at production and decay time is essential for this analysis.

The flavor of the decaying mesons distinguishes betweenB0
s andB̄0

s mesons. The methods
to determine the flavor are called tagging methods. As seen inFigure 3.2, the flavor of the
B0

s meson at the decay vertex is easily extracted using the charge of the reconstructedDs

meson. Tagging theB0
s flavor at the production vertex is more complicated.

Tagging methods are divided into two different classes. Methods using theb-quark
on the signal side are denoted as Same-Side Taggers (SSTs), whereas tagging methods
using the tagging side are called Other-Side Taggers (OSTs).

A prominent Same-Side Tagger is the Same-Side Kaon Tagger. It is based on the
principle that quarks are produced in pairs. Since aB0

s (B̄0
s) meson contains ans(s̄)-quark,

an additional ¯s(s)-quark is expected near theB0
s (B̄0

s) meson. The flavor of theB0
s meson

is tagged by reconstructing a kaon, which contains ans- or s̄-quark, in the detector region
close to theB0

s meson direction of flight.
The tagging method used in this thesis is the Soft Muon Tagger[85], which is an OST.

It requires on the tagging side a semileptonic decay of theb-quark involving a muon. The
charge of the muon is correlated with the flavor of theB0

s meson at the time of production.
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A negatively charged muon implies aB0
s meson, and a positively charged muon aB̄0

s
meson. Since the Soft Muon Trigger requires a muon above a certain pT threshold on
LVL1, this muon is used for tagging the flavor of theB0

s meson.
However, the tagging muon does not necessarily belong to theB hadron. It can origi-

nate from other sources, like additionalbb̄ pairs in the event or from cascade decays like
b → cX → sµ+νµ . Furthermore, if theB hadron is aB0

q-meson, it can oscillate before
it decays. These effects induce a wrong tag of the flavor of thesignalB0

s. The ratio of
wrongly tagged eventsNw to all tagged eventsNtag is called the wrong tag fraction

ω =
Nw

Ntag
=

Nw

Nw +Nc
. (3.1)

The number of all tagged eventsNtag is the sum of correctly tagged eventsNc and the
number of events with a wrong tagNw.

A second important quantity, the efficiency of a tagger, is defined as

εtag=
Ntag

Nall
=

Ntag

Ntag+Nnotag
, (3.2)

usingNall , the number of all events which are passed to the flavor tagger. Nnotagdenotes
the number of events, which have no tag assigned.

For the Soft Muon Tagger used in this analysis, a high efficiency is expected, since
a muon is already required by the trigger strategy. In principle, each event contains a
reconstructed muon. Therefore, the tagging efficiency is only limited by the differences
in the muon reconstruction efficiencies between the triggerand offline algorithms.

3.5 Background Consideration

Two main background contributions have to be considered. The first one is based on
exclusive decay channels, whose signatures are very similar to the signature of the signal
decay. The second class is combinatorial background, in which a random combination of
tracks mimics a signal decay.

Exclusive Decay Channels

Three decay channels

◦ B0
d → D+

s a−1 ,

◦ B0
d → D−a+

1 and

◦ B0
s → D∗−

s a+
1

are considered as exclusive background channels. TheB0
d → D+

s a−1 decay is followed by
the sameD−

s anda+
1 sub-decays as the signal decay. Therefore, these events areexpected

to fulfill the soft muon trigger as well as theDsPhiPi trigger. Due to the limited detector
mass resolution of theB0

q, these events could be falsely identified as signal events.
In the case ofB0

d → D−a+
1 , theD− meson is forced to decay viaD− → φπ−, followed

by φ→K+K−, which is the same as for the signal channel. The contribution of this decay
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is expected to be smaller than that of theB0
d → D+

s a−1 decay, because the mass difference
between theD±

s andD± mesons is utilized to suppress its contribution.
In the third decay,B0

s → D∗−
s a+

1 , the D∗−
s meson decays with branching ratios of

(94.2±0.7) % asD∗−
s → D−

s γ and of(5.8±0.7) % intoD∗−
s → D−

s π0 [1]. This channel
is also expected to fulfill the trigger conditions of the softmuon trigger and theDsPhiPi
object. The reconstructed invariant mass of theB0

s meson is systematically shifted to lower
masses, since neither theγ nor theπ0 meson is used in theB0

s reconstruction. These events
are unintentionally selected, if the mass difference between the reconstructed invariant
mass and theB0

s true mass is of the order of the detector resolution.
Baryonic decay channels likeΛ0

b → Λ+
c (pK−π+π+π−)π− are not considered, since

former studies [133] showed that their contribution to the total background is negligible.
Furthermore, CDF data [66] showed that these decay channelshardly contribute to the
background.

Combinatorial Background

The combinatorial background is based on random combinations of reconstructed tracks.
Therefore, the reconstruction efficiency is much lower thanthat of the signal decay chan-
nels. However, this type of background can contribute significantly, since the expected
production cross sections are quite large (cf. Table 4.1) compared to the signal sample.
Therefore, large samples of combinatorial background are required.
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4

Event Preparation

This chapter introduces the Monte Carlo (MC) data samples, which are used in the context
of this thesis. After a short introduction to the different datasets, the steps, which are
performed to produce a fully simulated data sample, are illustrated.

4.1 Data Samples

Decay Channel Type Origin Number of Production
(Name of Dataset) Fully Simulated Cross Section

Events [pbarn]
B0

s → D−
s a+

1 s Local + Grid 50 000 + 48 450 5.76± 3.21
B0

d → D+
s a−1 e Local 50 000 < 8.86

B0
d → D−a+

1 e Local 50 000 3.65± 2.05
B0

s → D∗−
s a+

1 e Local 100 000 12.09± 2.74
bb̄→ µ6X i Grid 242 150 (6.14± 0.02)·106

bb̄→ µ4X i Grid 98 450 (19.08± 0.30)·106

cc̄→ µ4X i Grid 44 250 (26.28± 0.09)·106

Table 4.1: Overview of the different MC data samples used in this thesis. These are divided into
the signal sample (s), three exclusive (e) and three inclusive (i) background samples.

In order to analyze the prospects of the ATLAS experiment to measure theB0
s os-

cillation frequency∆ms, a set of data samples is needed. This includes both signal and
background samples.

An overview of all data samples used within this thesis is given in Table 4.1. This
comprises the signal sample (s)B0

s → D−
s a+

1 as well as three exclusive background decay
samples (e) and three inclusive background samples (i). Thedatasets are named by the
decay channels (decay processes) they include. The signal and exclusive background
decay channels together form theB0

q-decay channels.
The third column of the table explains where the data sampleswere produced. Whereas

the ‘local’ ones are produced on a local computing cluster, the ‘Grid’ data samples origi-
nate from the central Grid production for the ATLAS Computing System Commissioning
(CSC) effort. The signal sampleB0

s → D−
s a+

1 is the only sample which consists of two

51
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parts. One part of it is generated using the Grid, the other part using a local computing
cluster.

In order to estimate the contribution of background events to the set of selected events,
a large number of combinatorial background events is required (see Section 3.5). For this
purpose, the inclusive samplebb̄→ µ6X is used containing 242 500 events. This sample
requires a minimumpT of 6 GeV for at least one muon (µ) per event applied at the event
generation process.

This pT(µ) cut of 6 GeV on at least one muon is the main cut used for sampleswithin
this thesis. Therefore, all samples without an explicitly mentioned muonpT cut, like
the signal and the exclusive background samples, have an implicit cut of pT(µ) ≥ 6GeV
applied.

In order to increase the number of available inclusive background events, two addi-
tional samples are added,bb̄→ µ4X andcc̄→ µ4X. Both use a cut ofpT(µ) ≥ 4GeV.
These additional samples have been generated during the ATLAS CSC effort in order to
compare trigger efficiencies for the different muonpT cuts (see e.g. [127]).

The last column in Table 4.1 presents the expected overall production cross section
for each sample. Their determination is detailed in Section4.3.1. The description of the
production procedure of the datasets is detailed in Sections 4.3 to 4.6.

4.2 Monte Carlo Production Steps

Each Monte Carlo (MC) data sample is produced using the ATLAScomputing frame-
work Athena [134]. Within this modular framework, it is possible to perform all necessary
steps needed to produce fully simulated datasets, including physics processes and the de-
tector response to them.

The four main steps are

◦ event generation,

◦ detector simulation,

◦ hit digitization and

◦ reconstruction.

They will be detailed in the following sections. An overviewof the production steps
(boxes) and the resulting output data type (oval shapes) is illustrated in Figure 4.1. The
production process can be shortened by using the Atlfast [134] simulation package. Since
only fully simulated data samples are used within this thesis, the Atlfast package will not
be detailed.

The third production step, the hit digitization, produces data which ideally looks like
data obtained from the detector. Therefore, the simulated data as well as real data will be
passed to the forth step, which is the reconstruction. The aim of the fifth step presented
in Figure 4.1, ‘Create AOD’, is to prepare the data for the user analysis. Since this step
comprises mainly a reduction of the amount of stored data, its description is included in
the section explaining the reconstruction process.

Since every step demands a large amount of computing power, especially the detector
simulation, the step-wise approach has the advantage of simplifying the validation in each
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Figure 4.1: Schematic view of the MC production steps. Each production step is drawn as boxes,
while (simulated) data is illustrated by oval shapes [135].

step. This saves e.g. computing power and ensures a fast response time during validation
tasks.

4.3 Event Generation

The aim of the MC event generation process is to generate datawhich shall resemble
physics processes. These generated data contain events, each of them including the re-
quested decay channel. That means, an event record is generated, which lists particles,
that are created during the hard scattering process of the proton collisions. For this pur-
pose a MC event generating program is used. This MC event generator includes the
knowledge about basic particle interaction processes collected at previous experiments.

As a first step, which is taken during the MC event generation,the hard parton scat-
tering process of partons in the two colliding protons at

√
s= 14TeV is simulated. Af-

terwards, additional interactions, Initial State Radiation (ISR) and Final State Radia-
tion (FSR), are added to the event record. They both create parton showers. In a next
step, multiple parton-parton interactions of the remaining partons in the protons are simu-
lated. These Mutiple Interactions (MIs) induce themselvesfurther Initial State Radiation
and Final State Radiation. After these steps, the generatedpartons are assembled into
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hadrons. A large fraction of the generated hadrons are unstable. The unstable hadrons
are forced to subsequently decay into ‘observable stable’ daughter hadrons. Observable
stable means, that these particles have a lifetime which is at least long enough for the
particle to reach the first detector stations. This applies to e.g. muons, kaons and pions.
These particles are allowed to decay (see e.g. [136]) in the detector simulation process.

The whole event, containing a list of all generated particles, is stored and can be
accessed at all later production stages. The data stored includes kinematic quantities like
the momenta and the energies of particles. Other variables are provided as well, like e.g.
the type of each particle, its ancestors and the position of the origin and decay vertices.
This information is usually called MC truth information andis not available in real data.
Comparing this information to the reconstructed data at theend of the analysis chain
offers the possibility to study e.g. resolutions or efficiencies of the detector.

Within this analysis, the event generation step is performed using the PYTHIA program
[136], which is accessed through the PythiaB [137] interface included in Athena. PythiaB
is dedicated to the demands ofB-physics and adds important functionalities to the PYTHIA

program, which are in particular

◦ easy access to all settings of PYTHIA (via the interface Pythiai [134]),

◦ speeding up the generation process ofB-physics events,

◦ simple selection of required decay channels and

◦ application of selection cuts during different steps of thegeneration process.

A bb̄ quark pair is only produced in about 1 % of the hard scatteringprocesses (cf.
Figure 1.8). The use of the PythiaB interface permits interrupting of the generation pro-
cess directly after the hard scattering process to efficiently search for the presence of abb̄
quark pair. To match the generation process with the detection limits, selection cuts on
the pT andη of thebb̄ quark pair can also be applied. After the event is fully generated,
further cuts are applied to events at an early stage to exclude events outside the desired
acceptance region [137].

The generated particles are propagated through the detector in the next step, the de-
tector simulation.

Generation of Signal Samples

The locally produced part of the signal sample (cf. Table 4.1) is generated on the SIMPLE
computing cluster at Siegen using Athena release 12.0.4 which includes PYTHIA version
6.403. A more detailed description of the settings applied is given in Appendix A.

In pp-collisions at
√

s = 14 TeV bb̄-quark pairs are generated. At least oneb and
one b̄ quark must have a transverse momentum ofpT(b, b̄) ≥ 6 GeV and|η (b, b̄)| <
2.5. A special PYTHIA 6.4 Underlying Event (UE) tuning is used, which selects e.g.
the parton density function CTEQ6L1 (Leading Order (LO) parameterization with LO
αs). Cuts on the resulting states are applied in PYTHIA usingckin parameters, e.g. the
rapidity cuts, affecting the range of allowed rapidities ina 2→ 2 process, are accessible
via ckin(9-12). For the signal sample, these parameters are set to±3.5. Furthermore,
the range of allowed transverse momentump̂T values in the hard 2→ 2 processes is
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limited by the hard scattering cut̂pT , ckin(3), which is set to 10 GeV for the signal
sample.

The b̄-quark is forced to hadronize into aB0
s meson, which decays via the required

B0
s-decay chain. Each charged final state particle from the signal B0

s-decay chain has to
fulfill pT ≥ 0.5 GeV and|η | < 2.5. To simulate the LVL1 muon trigger cut, every event
has to contain at least one muon withpT ≥ 6 GeV within|η | < 2.5.

In order to increase the number of signal events, an additional signal dataset (contain-
ing 101 709 generated events) is added to the locally produced one (containing 50 000
events). This sample has been generated using the Grid production system within the
ATLAS Computing System Commissioning (CSC) effort. The generation has been per-
formed using the same PYTHIA version as well as the same settings applied. Both samples
have been carefully compared and no significant differenceswere found.

The kinematic cuts applied to thebb̄-quarks as well as to the final state particles from
theB0

s-decay chain have been verified. Histograms showing kinematic distributions of all
final state particles from the signal decay chain obtained from the MC truth information
are shown in Appendix B.

Effects ofB0
q-meson mixing are not included in any of the samples. AllB0

q-decay
datasets do not include the charge conjugated state either.This is not necessary, since
no differences are expected for the charge conjugated state. Furthermore, the PythiaB
interface selects the appropriateB0

q-decay chain at an early stage only forB0
q meson decays

including ab̄-quark.

Generation of Background Samples

The exclusive background samples,B0
d → D+

s a−1 , B0
d → D−a+

1 andB0
s → D∗−

s a+
1 have

been generated locally in the same way as the signal sample, except for the selection of
the required decay chain.

The generation of the inclusive channelsbb̄→ µ6X, bb̄→ µ4X andcc̄→ µ4X have
been executed using the Grid production system. The hard scattering cutckin(3) is set
to 6 GeV. The resulting difference to samples with ackin(3) setting of 10 GeV used for
theB0

q-decay datasets is discussed in Section 4.3.1.

Lifetime and Decay Width of Particles

The lifetimeτ and the decay widthΓ of a particle are anti-correlated. Any particle with
a lifetime such, that production and decay vertex can be separated, has a negligible decay
width. On the other hand, any particle with a non-negligibledecay width decays too close
to its production vertex for the lifetime to be relevant. Therefore, for practical reasons in
the generation process, particles in the PYTHIA program are separated into two classes
w.r.t. their decay length [136].

The mass of particles with a non-vanishing decay widthΓ0 are generated using a
Breit-Wigner probability distribution. The generated mass distributionmgen is truncated
symmetrically, ∣∣mgen−m0

∣∣< δ , (4.1)

around the mean massm0 using a width cut valueδ chosen arbitrarily for each particle.
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Particle Massm0 Width Γ0 Width Cut Value δ0
[MeV] [MeV] [MeV]

ρ 768.50 151.00 400.00

φ 1 019.40 4.43 15.00

a±1 1 230.00 400.00 300.00

(a)

Particle Massm0 Lifetime τ0

[MeV] [mm/c]
π± 139.57 7.8045·103

K± 493.60 3.709 ·103

D± 1 869.30 3.17 ·10−1

D±
s 1 968.50 1.4 ·10−1

B0
d 5 279.20 4.68 ·10−1

B0
s 5 369.30 4.83 ·10−1

(b)

Table 4.2: Masses, decay widths and lifetimes of particles from the decay chains as they are used
by the PYTHIA program [136].

The values, which are used by the PYTHIA program, are listed for theρ, φ anda1
mesons in Table 4.2(a). In particular for thea1 and theρ meson, the widths are quite
large as shown in Figure 4.2. This has to be taken into accountin the reconstruction
process. Tight cuts around the meanρ anda1 meson masses are not applicable due to
the particles’ decay widths. Therefore other options are needed in order to efficiently
suppress the contribution of combinatorial background.

The decays of particles with negligible decay widths (cf. Table 4.2(b)) are generated
using the proper lifetimeτ0 and fixing the generated mass to the massm0.

4.3.1 Calculation of Production Cross Sections

The production cross sectionσprod of a decay channel is proportional to the probability,
that a certain physics process occurs in the detector duringa proton bunch crossing. The
number of eventsNexpexpected for a certain integrated luminosityLint is calculated from
the cross section via

N = σprod·Lint . (4.2)

The production cross section for each channel is computed starting with values calculated
by the PYTHIA program. These values already consider the kinematic cuts applied.

For convenience, each data sample is generated using multiple jobs, each with a cer-
tain number of events. Therefore, the values calculated by PYTHIA are histogrammed for
each job per data sample. The resulting distributions are fitted with a Gaussian function.
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Figure 4.2: Mass distributions generated by PYTHIA for the ρ (a) anda1 (b) mesons, obtained
from theB0

s → D−
s a+

1 sample.

The mean value of the fit is used as the PYTHIA production cross section of the decay
process. As an example see Figure 4.3(a) on page 60 for theB0

s → D−
s a+

1 data sample.
A specificB0

q-decay is forced by deactivating all other relevantB0
q-decay andDs-decay

processes. The PYTHIA production cross section therefore has to be corrected by the
measured branching ratio (BR) taken from the PDG (Particle Data Group) tables [1]. As
the branching ratioB0

s → D−
s a+

1 is not measured yet, the one from theB0
d → D−a+

1 decay
is taken instead as an estimate, because bothB0

s → D−
s a+

1 andB0
d → D−a+

1 decays differ
only by a spectator quark, which is not involved in the decay process. Using the same
argument, the branching ratio ofB0

d → D∗−a+
1 is taken as an estimate in the case of the

B0
s → D∗−

s a+
1 decay channel,

The branching ratio ofB0
d → D+

s a−1 is also not measured yet, only an upper limit
of 2.1 · 10−3 (90 % CL) [1] exists. This upper limit is used as a conservative estimate.
However, the measured branching ratio ofB0

d →D+
s π− is (1.50 ± 0.35) ·10−5 [1], which

is two orders of magnitude smaller. Since the branching ratios of otherB0
q-decay channels

are in the same order compared toB0
q-decay channels involving a pion instead of ana1

meson in the decay, e.g.B0
d → D−a+

1 compared toB0
d → D−π+, the branching ratio of

B0
d → D+

s a−1 is likely to be much smaller than the existing upper limit.
Only those events are accepted by PythiaB, which include thedecayφ→K+K− (BR:

∼ 48.9 %). Therefore, the corresponding branching ratio is already taken into account.
The decaysa+

1 → ρπ+ (BR: 50 %) andρ → π+π− (BR: ∼ 99.9 %) are also not fixed
and their branching ratios are therefore already included in the production cross section
given by PYTHIA . The two decay modes ofD∗+

s into D+
s γ (BR: 94 %) andD+

s π0 (BR:
6 %) are both accepted for further analysis.

To account for the charge conjugated state, an additional symmetry factor of two is
used. An additional uncertainty of a factor two [138] expected from low energy extrapo-
lations in the PYTHIA cross sections is not considered. The calculations of the production
cross sections are summarized in Table 4.3 for the signal decay channel and in Table 4.4



58 4. Event Preparation

Channel B0
s → D−

s a+
1

PYTHIA cross section [nbarn] 7.129± 0.020
Branching ratioB0

d → D−a+
1 ( 6.0 ± 3.3 ) ·10−3

Branching ratioD−
s → φπ− ( 4.50 ± 0.40 )·10−2

Symmetry factor 2
Correction factor ( 1.50 ± 0.02 )
Production cross section [pbarn] 5.76 ± 3.21

Table 4.3: Cross section determination for the signal decayB0
s → D−

s a+
1 . It is calculated using

the cross section given by PYTHIA , the branching ratios of forced decays, a symmetry
factor of 2 and a correction factor.

for the exclusive background decay channels, respectively. The additional correction fac-
tor of about 1.5 listed in the Tables is explained in the next section.

Correction Factor

The PYTHIA settings applied to the inclusive background data samplebb̄→ µ6X define
a reference w.r.t. the production cross section. In order toincrease the efficiency of the
PYTHIA generation process, a few settings are modified for theB0

q-decay chains w.r.t. the
default settings.

The settings of theckin(9-12) parameters (see Appendix A) are tightened from
±4.5 to ±3.5. The allowed pseudorapidity range for at least oneb- and oneb̄-quark
with pT(b, b̄) ≥ 6 GeV is also tightened, from|η | ≤ 4.5 to |η | ≤ 2.5. Furthermore, the
hard scattering cut̂pT , ckin(3), is set to 10 GeV for theB-decay data samples while the
reference value isckin(3) = 6 GeV. In order to distinguish between both parameter sets,
the default settings for thebb̄ → µ6X data sample are referred to as ‘loose generation
cuts’, whereas those applied to theB0

q-decay datasets are referred to as ‘tight generation
cuts’.

Care is taken to verify that the modifications only make the generation process more
efficient, but do not adversely affect the event kinematics.No difference is found within
statistical errors except for the obtained production cross section, which is lower by about
30 % than the one obtained for loose generation cuts.

To account for the loss in the production cross section, a correction factor is calculated
for each of theB0

q-decay data samples. For eachB0
q-decay data sample, an additional

sample with 10 000 events has been generated using the loose generation cuts. Each
sample is divided into 25 jobs, each with 400 events, The resulting per-job production
cross sections obtained by PYTHIA are histogrammed and fitted with a Gaussian function.

For the signal sample, the results for the loose generation cuts as well as for the tight
generation cuts are presented in Figure 4.3, whereas Figure4.4 shows the results for the
exclusive background samples. The distributions for the inclusive background channels
are presented in Figure 4.5.
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Channel B0
d → D+

s a−1
PYTHIA Cross section [nbarn] 32.81± 0.27
Branching ratioB0

d → D+
s a−1 < 2.1 ·10−3 (90% CL)

Branching ratioD+
s → φπ+ ( 4.50± 0.40 )·10−2

Symmetry factor 2
Correction factor ( 1.43± 0.02 )
Production cross section [pbarn]< 8.86

(a)

Channel B0
d → D−a+

1
PYTHIA Cross section [nbarn] 32.64± 0.17
Branching ratioB0

d → D−a+
1 ( 6.0 ± 3.3 ) ·10−3

Branching ratioD− → φπ− ( 6.50± 0.70 )·10−3

Symmetry factor 2
Correction factor ( 1.44± 0.04 )
Production cross section [pbarn] 3.65± 2.05

(b)

Channel B0
s → D∗−

s a+
1

PYTHIA Cross section [nbarn] 6.994± 0.024
Branching ratioB0

d → D∗−a−1 ( 1.30 ± 0.27 )·10−2

Branching ratioD−
s → φπ− ( 4.50 ± 0.40 )·10−2

Symmetry factor 2
Correction factor ( 1.47± 0.04 )
Production cross section [pbarn] 12.09 ± 2.74

(c)

Table 4.4: Cross section determination for the exclusive background decaysB0
d → D+

s a−1 (a),
B0

d → D−a+
1 (b) andB0

s → D∗−
s a+

1 (c). The cross sections are calculated using the
cross section given by PYTHIA , the branching ratios of forced decays, a symmetry
factor of 2 and a correction factor.

4.3.2 Search forB0
q-decays

In order to validate the generation process, it has been verified, that every event in the
B0

s → D−
s a+

1 dataset contains at least one signal decay to the required final state particles.
The fixedB0

s andDs meson decays in the early generation process increase the probability
that an event contains more than one signal decay chain. Fourevents from the locally
generated part of the dataset contain two signal decays, butnone from the part generated
on the Grid do. No event with three or more signal decay signatures is found.

It is more important to know whether there are signal events in the background sam-
ples. One has to verify that a signal event in a background data sample, which passes the
selection cuts applied to fully reconstructed events, is not falsely considered as a back-
ground event passing the cuts. Therefore, all samples have been searched for allB0

q-decay
chains as well as for the charged conjugated states. No signal event or events containing
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Figure 4.3: Distributions of the PYTHIA cross section values for theB0
s → D−

s a+
1 generation files

fitted with Gaussian functions.

the charged conjugated signal decay chain has been found in any of the background sam-
ples. Furthermore, none of the exclusive background decaysare included in any of the
B0

q-decay data samples, where there are not expected. No chargeconjugatedB0
q-decay has

been found in the signal data sample or the exclusive background samples.
Events with exclusiveB0

q-decay signatures are found in the three inclusive background
data samples. Three events containing aB0

s → D∗−
s a+

1 decay chain are found in thebb̄→
µ6X data sample, two of the same kind in thebb̄ → µ4X data sample and one in the
cc̄ → µ4X data sample. Thebb̄ → µ6X data sample also contains three events with a
B̄0

s → D∗+
s a−1 decay chain as well as one event with aB̄0

s → D+
s π− decay chain.

In addition, events containing twoB0
q-decay signatures are also found in the exclusive

background data samples. Eight events of the data sampleB0
d → D+

s a−1 contain twoB0
d →

D+
s a−1 decays, nine events of theB0

d → D−a+
1 data sample have twoB0

d → D−a+
1 decay

chains included and in the case ofB0
s → D∗−

s a+
1 four events with twoB0

s → D∗−
s a+

1 decay
chains are found.

4.4 Detector Simulation

In order to include detector effects, the propagation of final state particles from the MC
event generation process through the detector is simulated. This step is called detector
simulation and is performed using the GEANT4 [139] simulation software package ac-
cessed via Athena.

To simulate particle interactions with matter inside the detector, a realistic detector
description including active detector components and support structures is required. Fur-
thermore, the deflection of particles due to the magnetic field is simulated by using a
realistic magnetic field map.

For all data samples theATLAS-CSC-01-02-00 detector description (see e.g. [140])
is used. This description implements a realistic magnetic field map and uses an ‘initial’
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Figure 4.4: Distributions of the PYTHIA cross section values for the exclusive background decay
channels.
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Figure 4.5: Distributions of the PYTHIA cross section values for the three inclusive background
decay channels, each fitted with a Gaussian function.

misaligned geometry. Additional distorting material is inserted for the Inner Detector and
the Liquid Argon Calorimeter in the region 0< ϕ < π in order to study a decrease of the
detector performance.

The simulation of the locally produced data samples has beendone using a production
cache (12.0.6.1) based on Athena release 12.0.6., whereas the Athena production cache
12.0.3.1 has been used for the simulation of the Grid part of theB0

s → D−
s a+

1 data sample
as well as for thebb̄→ µ6X data sample. An important difference between both Athena
versions is a setting in the GEANT4 simulation software package related to the production
level limit on the bremsstrahlung and ionization processesin the LAR calorimeter [141]
(see Appendix C). Whereas a production level limit of 1 mm is used for the Grid samples,
the validated value of 30µm is applied to the locally produced samples. This difference
results in an underestimate of the electron energy scale by afew percent for the Grid
samples. Since the electron energy scale is not used in the offline analysis, no statistically
significant differences are expected. However, both samples are carefully compared in
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Figure 4.6: Position of the primary vertex per event for theB0
s → D−

s a+
1 data sample.

Appendix C and no statistically significant differences have been found, both parts of
the B0

s → D−
s a+

1 sample are combined for further analysis. The simulation ofthe bb̄ →
µ6X andcc̄→ µ4X data samples are produced using Athena production cache 12.0.7.1,
which also uses the validated production level limit of 30µm. No differences affecting
the analysis are expected for the simulation process w.r.t.to Athena production cache
12.0.6.1.

The MC event generation simulates a hard scattering process, which defines the pri-
mary interaction vertex, at the center of the coordinate system. For a realistic simulation,
this position has to be varied according to the expected spread of the primary interaction
point caused by two colliding proton bunches. Therefore, the whole coordinate system,
as it is used by the event generation process, is shifted randomly in each direction, ac-
cording to a Gaussian distribution. The widths of the distributions are 15µm in thex-
andy-directions and 5.6 cm in thez–direction. The ‘smearing’ of the primary vertex po-
sition for theB0

s → D−
s a+

1 dataset has been verified and is shown in Figure 4.6. The three
distributions are each fitted with a Gaussian function. The fit results agree well with the
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simulated values.
Effects of pileup are not included in any of the samples. These effects are explained

and analyzed in detail in Section 7.6.8, using a sample generated for pileup performance
studies.

4.5 Hit Digitization

Particles, which propagate through the detector, give riseto signals in active detector com-
ponents. The aim of the hit digitization process is the transformation of energy deposits
simulated during the detector simulation process into detector-like signals. The output
data ideally resemble data obtained by the detector electronics (real data).

The hit digitization process is performed for each data sample using the Athena release
also used for the detector simulation.

4.6 Reconstruction

The digitized data from the previous step are passed to the reconstruction process, which
prepares the data for the user analysis. The algorithms executed during this process recon-
struct physical observables of the event. This comprises the reconstruction of e.g. tracks
in the Inner Detector, muon tracks in the Muon Spectrometer and the ID, the primary ver-
tex position as well as energy deposits in the calorimeters and missing transverse energy.
The output data is stored in the Analysis Object Data (AOD) format [134].

Since the input data format of Monte Carlo data on the reconstruction level ideally
looks like real data from the detector, the algorithms are executable on both simulated
and real data. In the case of MC data, the reconstruction process provides a simulation
of the whole trigger chain. The trigger information for the different trigger signatures is
attached to the event information, which is accessible to the user’s analysis job. This is
different for real data, where only events passing specifiedtrigger items are stored. This
procedure allows for performing detailed trigger studies,since no event is rejected in the
process.

The reconstruction process is performed using Athena production cache 12.0.6.2 for
all data samples except for thebb̄→ µ4X andcc̄→ µ4X data samples. These are recon-
structed using Athena production cache 12.0.7.1. There areno differences between both
versions w.r.t. the reconstruction process.

SpecialB-physics settings are applied1. This forces e.g. the storage of the complete
MC truth information in the ESD as well as in the AOD. In order to simulate the trigger
system, the trigger configurationCSC-06-900GeV [142] is used. This sets a special con-
figuration forB-physics purposes, which includes e.g. dedicatedB-physics trigger items.

Example Event in the Detector

Figure 4.7 shows an example of a reconstructed event in the detector oriented in the trans-
verse plane to the beam axis. It uses a fish-eye projection, which enlarges the Inner Detec-

1See File BPhysicsConfig.py included in Athena release 12.
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Figure 4.7: A signal event as seen in the ATLAS detector (in the transverse plane using a fish-eye
projection). The end-cap regions are removed. The final state particles from the signal
decay are the six tracks around the marked position.

tor parts of the ATLAS detector, whereas the outer parts suchas the Muon Spectrometer
are displayed at a compressed scale. The interaction takes place in the center of the image,
marked by a spot (red). Going outwards, the three layers of the Pixel Detector are visible
inside the inner ring (blue), which represents the SCT. The SCT is surrounded by the
TRT (black area). Hits of particles propagating through theInner Detector are drawn as
points (white), whereas reconstructed tracks from the hit information are drawn as lines
(blue). The six tracks around the arrow originate from the final state particles from the
signalB0

s decay.
The electromagnetic calorimeter is drawn as a circle (green) around the ID and is

surrounded by the hadronic calorimeter (red circle). The energy deposited by theB0
s

decay particles in both calorimeters are displayed as rectangles (yellow). The size of the
rectangles illustrates the amount of energy deposited.

The outermost part represents the Muon Spectrometer. The identification of the muon
from the signal event is facilitated by the Muon Spectrometer.
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Trigger Scenarios

In the first part of this chapter a MC truth study of different muon trigger scenarios is
presented, for which efficiencies expected for different muon pT thresholds are evaluated
as a rough estimate. Furthermore, the study includes a discussion of how the different
thresholds applied to the different scenarios affect the wrong tag fraction as well as an
investigation of sources of the wrong tag fraction. The second part introduces the default
trigger condition, which is used in the later part of this thesis, where trigger efficiencies
for the signal and background decay channels are extracted.This studies are based on a
trigger simulation.

5.1 Introduction

As the trigger bandwidth forB-physics in ATLAS is limited, a flexible trigger strategy
has to be developed. The trigger strategy has already been introduced in Section 3.3 and
is based on a single-muon trigger at the LVL1 stage and aDsPhiPi trigger object at the
LVL2 stage. The trigger rates for the different trigger items are evaluated in the context of
the ATLAS Computing System Commissioning (CSC) effort using a trigger simulation
[125].

In order to estimate the effect of different muon trigger scenarios, the next section
presents results of a study based on MC truth information. This provides a rough esti-
mate of the feasibility of different muon trigger strategies and of the expected change in
performance when muon trigger thresholds are varied. Furthermore, using the MC truth
information allows studying the dependence of the wrong tagfraction on different muon
transverse momentum thresholds.

Two different scenarios are considered (see also [143]), which are

◦ a single-muon scenario with a variablepT cut on the muon with the highest trans-
verse momentum (hardest muon) in the events and

◦ a di-muon scenario with variablepT cuts on the hardest and second hardest muon.

In addition to the single-muon scenario, which is the standard trigger strategy used in
this thesis, a di-muon trigger is foreseen in the ATLASB-physics program. At higher
luminosities, the cut on the hardest muon in the single-muontrigger has to be raised to
keep the trigger rate at a reasonable level. Therefore, requiring a second muon reduces
the trigger rate and allows the use of lowpT thresholds even at higher luminosities. The
feasibility of such a strategy is studied in this section using MC truth information as a

67
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Figure 5.1: Pseudorapidityη0 distribution of all muons (a) obtained from the MC truth informa-
tion of the PYTHIA B0

s → D−
s a+

1 data sample. The two vertical dashed lines show the
cut |η0(µ)| < 2.5 applied to the number of muons per event (b). The arrows indicate
the region of acceptance.

rough estimate. In addition, the prospects for a muon-electron scenario and a muon-lepton
scenario are discussed in Appendix D.

5.2 Muon Scenarios (MC Truth Estimate)

For eachpT(µ) threshold of the different scenarios, the wrong tag fraction as well as the
fraction of events passing the cut is calculated. The latteris the cut efficiency as defined
in the next paragraph.

Definition of Cut Efficiency

The cut efficiencyεcut is defined similarly to the tagging efficiencyεtag given in Equa-
tion (3.2) as

εcut =
Ncut

Nall
(5.1)

using the number of events passing a given cutNcut and of all events generatedNall.

Error Calculation of Efficiencies and Wrong Tag Fractions

The method to calculate the errors of efficiencies as well as of wrong tag fractions (cf.
Equation (3.1)) needs to be introduced. The favored method uses theTGraphAsymErrors
class of the software package ROOT [144]. The following discussion applies to both the
efficiency and wrong tag fraction calculations.

Both Poissonian and Binomial error calculations are disfavored. A Poissonian error
is not symmetrical for an efficiencyε and its complement 1− ε. It becomes smaller with
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Figure 5.2: Transverse momentum spectrum of muons (a) with positive (solid line) and negative
(dashed line) charge in theB0

s → D−
s a+

1 data sample and fraction of events (b) con-
taining a muon withpT0(µ) > pmin

T0 using MC truth information. Only muons within
|η0| < 2.5 are considered.

smaller efficiencies. Binomial errors solve this problem and are symmetric for efficiencies
and its complement, but the errors are underestimated for large and small efficiencies
[145]. Therefore, the proposed method is an analytical method, implemented in a ROOT
class [144]. This method solves the problem of using binomial errors. The central values
computed are unbiased, which means that they are defined by e.g. (5.1). Furthermore, the
errors become asymmetric for large and small efficiencies and are equal only in the case
of 50 % efficiency (see e.g. [127]).

Muon Spectra

The B0
s → D−

s a+
1 data sample of the MC event generation process contains 151 709

generated events. Each generated event is required to include at least one muon with
pT0(µ) > 6 GeV and|η0(µ)| < 2.5. The zero in the index indicates that the value refers
to the MC truth information. Additional muons in the event have no further condition
to fulfill. For the study of the different strategies, only muons within|η0(µ)| < 2.5 are
considered, similar to the trigger system’s geometrical acceptance.

The η0 distribution of all muons in the sample of generated events is presented in
Figure 5.1(a). The blue vertical lines denote theη0 cut position and the blue arrows indi-
cate the region of acceptance. In comparison to the core region, only a few muons have
|η0(µ)| > 2.5. This is due to the number of muonsN0(µ) ≥ 1 for the events concerned,
whose average isN0(µ) = 1.212± 0.001, see Figure 5.1(b). Most of these muons origi-
nate from weak decays ofb- andc-quarks. Additional sources like e.g. muons from kaon
and pion decays in flight are not included in the PYTHIA event generation process.

The pT0(µ) spectrum of muons is presented separately for muons of positive (µ+)
and negative (µ−) charge in Figure 5.2(a). The condition ofpT0(µ) > 6 GeV applied
in the generation process is easily identified. Most of the muons are negatively charged,
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Cut Efficiency Wrong Tag Fraction
pT0(µ) [GeV] εcut [%] ω [%]

> 6 100.00 11.32± 0.08
> 7 69.93± 0.12 10.60± 0.09
> 8 50.20± 0.13 10.02± 0.11
> 10 27.53± 0.11 9.16± 0.14
> 12 16.34+0.10

−0.09 8.64± 0.18
> 16 6.77± 0.06 8.07± 0.27
> 20 3.22± 0.05 7.56± 0.38

Table 5.1: Results for the single-muon scenario with differentpT0(µ) cuts on the hardest muon
for theB0

s → D−
s a+

1 data sample using MC truth information.

Cut Efficiency Wrong Tag Fraction
pT0 [GeV] εcut [%] ω [%]

µ1 µ2

> 6 > 0 12.61± 0.09 15.6± 0.2
> 6 > 3 2.25± 0.04 27.5± 0.7
> 6 > 4 1.40± 0.03 30.4± 0.9
> 6 > 5 0.88+0.03

−0.02 31.7+1.2
−1.1

> 6 > 6 0.57± 0.02 33.5+1.5
−1.6

> 8 > 4 0.96+0.03
−0.02 26.9+1.1

−1.0

> 8 > 6 0.48+0.02
−0.01 31.1+1.6

−1.5
> 10 > 4 0.67± 0.02 24.3± 1.2
> 10 > 6 0.34+0.02

−0.01 28.4+1.8
−1.7

Table 5.2: Efficiencies and wrong tag fractions for different di-muon conditions with differentpT0

cuts on the hardest and the second hardest muon using MC truthinformation.

since noB meson mixing is included in the generation process, in whichthe b̄-quark
forms the signal decay. In most of the events, theb-quark on the tagging side decays
semileptonically, leading to a negatively charged muon.

The efficiency for apT0(µ) cut w.r.t.pT0(µ) > 6 GeV is presented in Figure 5.2(b).
This figure shows the normalizedpT0(µ) spectrum for all muons in the generatedB0

s →
D−

s a+
1 sample, which is integrated starting from infinite largepT0 values.

Efficiencies and Wrong Tag Fractions

The estimated efficienciesεcut for the single-muon scenario is summarized in Table 5.1
for different cuts applied onpT0(µ). Since each generated event fulfillspT0(µ) > 6 GeV,
this value is taken as the reference value forεcut = 100 % to which all other efficiency
values refer.

An increase of the cut frompT0(µ) > 6 GeV topT0(µ) > 8 GeV results in the loss of
50 % of the accepted events. Each further increase of thepT(µ) cut by 2 GeV corresponds
to a further reduction of the number of events by roughly 40–50 %. Therefore, it is
essential to use apT0(µ) cut as low as achievable.
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The wrong tag fractions stated in Table 5.1 do not take the wrong tag fraction contri-
bution caused by oscillations of neutralB0

q mesons into account, because this study aims
at analyzing the different wrong tag fraction contributions, which lead to a wrong charge
tag for the hardest muon. In addition, the variation of the composition of the wrong tag
fraction by changing thepT0(µ) cut is investigated. The different sources of the wrong tag
fraction and its dependence on thepT0(µ) cut are analyzed in detail in the next section.

Since the contribution to the wrong tag fraction byB0
q meson oscillations is not taken

into account, the wrong tag fractions given in this study aresmaller than expected in the
experiment. A realistic wrong tag fraction is estimated in [146, 125] to∼ 22 %. Further-
more, the wrong tag fraction including oscillations of neutral B0

q mesons for reconstructed
events is calculated in Section 6.4.

The results for the di-muon scenario are presented in Table 5.2. For this scenario an
additional correction factor of 0.82 is applied to the cut efficiencyεcut in order to account
for the detection efficiency of the second muon (cf. Table 5.5).

More than one muon is found in (15.38± 0.09) % of the events. The additional muons
mainly have low transverse momenta, which rapidly leads to aloss in efficiency, when
the pT0(µ2) cut on the second hardest muon is increased. Hence, about 99.4 % of the
generated events are not accepted, if di-muon cuts ofpT0(µ1) > 6 GeV andpT0(µ2) >
6 GeV are used. The wrong tag fractions for the di-muon scenario are larger than the
ones for the single muon scenario and are rising with increasing pT0(µ2) cuts. A wrong
tag fraction of(33.5+1.5

−1.6) % is obtained using cuts ofpT0(µ1) > 6 GeV andpT0(µ2) >
6 GeV. In order to improve the wrong tag fraction, additionalrequirements on the tagging
muon need to be applied. In this study, simply the hardest muon in the event is used as
the tagging muon.

Composition of Wrong Tag Fractions

By analyzing the composition of the wrong tag fraction in detail, three major sources are
identified.

◦ Muons leading to a wrong tag may come from ab̄-quark. These muons can only
originate from additionalbb̄-quark pairs, since onēb-quark in the event forms the
hadronic signal decay (by definition of the MC sample). The resulting wrong tag
fraction induced by the decay of thēb-quark from the additionalbb̄-quark pair is
labeledωb̄.

◦ A muon originating from ac-quark may also be positively charged, which causes a
wrong tag. Such a muon can originate either from acc̄-quark pair in the event (ωcc̄)
or from a cascade decaȳb→ c→ µ+X (ωcasc).

◦ The third source of a positively charged muon in an event which causes a wrong
tag is aJ/ψ → µ−µ+ decay (ωJ/ψ ). In particular the di-muon scenario enriches the
number of events containing a muon of aJ/ψ meson decay. Therefore, this type
of wrong tag fraction source is expected to contribute stronger in the case of the
di-muon scenarios. However, these decays could be rejectedby applying a cut on
the invariant mass of the muon pair, rejecting pairs close totheJ/ψ meson mass.
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Cut ωb̄ ωcc̄ ωcasc ωJ/Ψ ωother

pT0 [GeV] [%] [%] [%] [%] [%]
µ > 6 0.022± 0.004 1.45± 0.03 9.2± 0.1 0.58± 0.02 0.07± 0.01
µ > 7 0.030+0.006

−0.005 1.44± 0.04 8.5± 0.1 0.59± 0.02 0.07± 0.01
µ > 8 0.038± 0.007 1.41± 0.04 7.9± 0.1 0.61± 0.03 0.06± 0.01
µ > 10 0.04± 0.01 1.46± 0.06 7.0± 0.1 0.62± 0.04 0.06± 0.01
µ > 12 0.04± 0.01 1.42+0.08

−0.07 6.5± 0.2 0.67± 0.05 0.07± 0.02
µ > 16 0.07+0.03

−0.02 1.47± 0.12 5.8± 0.2 0.70+0.09
−0.08 0.06+0.03

−0.02

µ > 20 0.10+0.05
−0.04 1.46+0.18

−0.17 5.2± 0.3 0.78+0.13
−0.12 0.06+0.04

−0.03

µ1 > 6 µ2 > 0 0.15+0.03
−0.02 2.7± 0.1 9.0± 0.2 3.6± 0.1 0.19+0.03

−0.02

µ1 > 6 µ2 > 3 0.8+0.2
−0.1 3.8± 0.3 16.1± 0.6 6.5± 0.4 0.3± 0.1

µ1 > 6 µ2 > 4 1.3± 0.2 3.7± 0.4 18.2+0.8
−0.7 7.0± 0.5 0.2± 0.1

µ1 > 6 µ2 > 5 2.0+0.4
−0.3 3.6 +0.5

−0.4 18.3+1.0
−0.9 7.6+0.7

−0.6 0.2± 0.1
µ1 > 6 µ2 > 6 3.1+0.6

−0.5 4.0± 0.6 18.7± 1.2 7.4± 0.8 0.3+0.2
−0.1

µ1 > 8 µ2 > 4 1.6± 0.3 3.3± 0.4 14.7+0.9
−0.8 7.1± 0.6 0.2± 0.1

µ1 > 8 µ2 > 6 3.2+1.6
−1.5 3.4± 0.6 16.2± 0.1 7.9± 0.9 0.3± 0-2

µ1 > 10 µ2 > 4 1.2± 0.3 3.3± 0.5 12.6+1.0
−0.9 6.9± 0.7 0.24± 0.148

µ1 > 10 µ2 > 6 2.2+0.6
−0.5 3.3+0.7

−0.6 14.4+1.4
−1.3 8.0+1.1

−1.0 0.45+0.32
−0.21

Table 5.3: Contributions to the wrong tag fraction for the single-muonand di-muon scenarios for
different cuts on MC truth level. The wrong tag fraction caused by decays of hadrons
containing āb-quark is given byωb̄, whereasωcc̄ denotes the wrong tag fraction orig-
inating from ac-quark decay of acc̄-quark pair created in the hard collision. The
fraction ωcasc is due to a wrongly tagged muon from a cascade decay of ab-quark.
The wrong tag fraction due to aJ/ψ decay to two muons is denoted byωJ/ψ and other
sources are summarized inωother.

Adding these sources, the total wrong tag fractionω is written asω = ωb̄+ωcc̄ +ωcasc+
ωJ/ψ + ωother, with ωother denoting other sources. Most of the muons contributing to
ωother originate from aτ lepton decay, but alsoη , φ andρ0 meson decays contribute.
Contributions to the wrong tag fraction caused by detector effects are by definition not
taken into account on MC truth level.

The results for the different scenarios are given in Table 5.3. For the single muon
scenario, the wrong tag fraction is dominated byωcasc. Since the hardest muon is selected
as the tagging muon, the probability that a cascade muon is used as the tagging muon
decreases with increasingpT0(µ) cut. Thus, the decreasing fractionωcasc leads to an
overall decrease of the wrong tag fraction.

In comparison to the single muon conditions, the di-muon conditions result in a worse
wrong tag fraction. This effect is observed for each of the different sources, but the domi-
nant effect is due to the wrong tag fraction for muons from cascade decays (ωcasc). How-
ever, this source decreases with an increasing gap between both cutspT0(µ1) andpT0(µ2)
as expected. The number of events with more than onebb̄-quark pair is presented in Ta-
ble 5.4 and is larger for the di-muon scenario, which causes the observed increase for the
di-muon scenario. The fraction of events with an additionalbb̄-quark pair also increases
with increasing cut on the second hardest muonpT0(µ2), which leads to an increase ofωb̄.
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Cut Additional Additional Events with
pT [GeV] bb̄-pairs [%] cc̄-pairs [%] J/ψ → µ+µ− [%]

µ > 6 3.74± 0.05 31.6± 0.1 1.16± 0.02
µ > 8 3.77± 0.07 32.0± 0.2 1.26± 0.04
µ > 10 3.9± 0.1 32.6± 0.2 1.29± 0.04
µ > 16 4.2± 0.2 34.2± 0.5 1.5± 0.1
µ > 20 4.3± 0.3 35.7± 0.7 1.8± 0.2
µ1 > 6 µ2 > 4 12.9± 0.7 40.9± 1.5 14.5± 0.7
µ1 > 6 µ2 > 6 15.8± 1.1 41.0± 1.0 15.4± 1.1
µ1 > 8 µ2 > 4 12.9± 0.8 41.0± 1.2 14.7+0.9

−0.8

µ1 > 8 µ2 > 6 16.0+1.3
−1.2 39.6± 1.6 16.1+1.3

−1.1

Table 5.4: Fraction of events with more than one initialbb̄-pair (column two), with at least one ini-
tial cc̄-pair (column three) and fraction of events with at least oneJ/ψ meson decaying
to two muons (column four). The results are obtained using MCtruth information.

The average number ofcc̄-quark pairs per event tends to rise with increasingpT0(µ) cut
for the single-muon scenario, because the average total available transverse momentum in
the hard scattering process increases with increasingpT(µ) cut, leading to an increase of
the probability to form acc̄-quark pair. For the same reason, the number is significantly
larger in the di-muon scenario. Using a di-muon trigger scenario increases the fraction of
events containing aJ/ψ meson, which decays to two muons. This leads to the observed
rise ofωJ/ψ .

Since only the hardest muon is used within this study to obtain a flavor tag, the wrong
tag fractions of the single-muon scenario are better than the wrong tag fractions of the di-
muon scenario. Therefore, the single-muon scenario is favored. In order to use a di-muon
scenario, detailed studies aiming to improve the wrong tag fraction are needed.

5.3 Default Trigger Scenario

For the purpose of this thesis, the trigger scenario given byLVL1MU06+LVL2DsPhiPi

(RoI) is the default scenario used in all later parts of this thesisunless otherwise stated.
These trigger conditions require a muon at the LVL1 stage with apT threshold ofpT0(µ)≥
6 GeV and aDsPhiPi trigger object at the LVL2 stage (see Section 3.3.2). TheDsPhiPi

trigger object is constructed from an ROI seeded by a jet trigger with a threshold set to
4 GeV (JT04).

Since the trigger selection depends on the instantaneous luminosity, real data will
likely be taken with different trigger settings. For a luminosity of aboutL∼1032 cm−2s−1

a trigger strategy employing the FullScan (FS) mechanism will be used. As the luminos-
ity increases toL ∼1033 cm−2s−1, the rate becomes too large to use the FS mechanism.
Therefore an ROI guided approach is planned [125]. The trigger settingsLVL1MU06+

LVL2DsPhiPi(RoI) are expected to be used for a significant part of the recorded events.
Therefore, this trigger setting is chosen as the default setting used in this analysis. Possi-
bly applied prescale factors are not taken into account.

Table 5.5 shows the efficiencies for four different trigger signatures. The first two
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Data Effic. [%] Effic. [%] Effic. [%] Effic. [%]
Sample LVL1MU06 LVL1JT04 LVL1MU06 & LVL1MU06 &

DsPhiPi (FS) DsPhiPi (RoI)

B0
s → D−

s a+
1 81.99± 0.12 98.36± 0.04 31.55± 0.15 27.54± 0.14

B0
d → D+

s a−1 81.96± 0.17 98.41± 0.06 31.55± 0.21 27.49± 0.20

B0
d → D−a+

1 81.88± 0.17 98.30± 0.06 15.31± 0.16 14.01+0.16
−0.15

B0
s → D∗−

s a+
1 81.98± 0.12 98.33± 0.04 30.97+0.15

−0.14 27.09± 0.14
bb̄→ µ6X 80.96± 0.08 94.93± 0.04 3.57± 0.04 3.21± 0.04
bb̄→ µ4X 52.25± 0.16 94.34± 0.07 1.71± 0.04 1.50± 0.04
cc̄→ µ4X 50.47± 0.24 97.15± 0.08 2.20± 0.07 1.95± 0.07

Table 5.5: Efficiencies for different trigger signatures relevant forthis analysis using the trig-
ger simulation. The first two columns apply to the LVL1 stage,whereas the last two
columns give results for a combination of theLVL1MU06 signature with theDsPhiPi
trigger object received at the LVL2 stage. The FullScan (FS)approach searches for
a D−

s → φ(→ K+K−)π− decay using the information of the whole Inner Detector,
whereas the search by the ROI guided approach is restricted to a Region of Interest
seeded by the jet triggerLVL1JT04.

columns apply to the LVL1 stage, whereas the last two columnsgive results for combi-
nations of the LVL1 and LVL2 trigger signatures. The efficiency for the muon trigger
LVL1MU06 using a muon cut ofpT(µ) > 6 GeV is∼ 82 % for the samples generated with
at least one muon withpT0(µ) > 6 GeV. This efficiency corresponds to the geometrical
acceptance of the ATLAS trigger system. The LVL1 muon trigger efficiency for the in-
clusive background samplesbb̄→ µ4X andcc̄→ µ4X is∼ 50 %, although only (32.8±
0.1) % (bb̄→ µ4X) and (30.1± 0.1) % (cc̄→ µ4X) of the events contain a muon with
pT0(µ) > 6 GeV. This difference is caused by thepT(µ) turn-on curve at the LVL1 stage
(cf. Figure 2.11).

TheLVL1JT04 trigger is used to provide a seed for the ROI which is searched for a
DsPhiPi trigger object. Its trigger efficiency is∼ 98 % for theB0

q-decay data samples and
lower for the inclusive background decay samples.

The combination of the trigger signaturesLVL1MU06 andDsPhiPi (FS) reduces the
trigger efficiency for the data samples containingD−

s → φ(→ K+K−)π− decays to about
31 %. This is mainly due to the minimum requiredpT of 1.4 GeV for the reconstructed
LVL2 tracks, whereas the final state particles from the signal decay are generated with
pT0 > 0.5 GeV. The efficiency for theB0

d → D−a+
1 data sample is reduced by a factor of

two since theDsPhiPi trigger discriminates betweenD andDs mesons. The suppression
of events from the inclusive background data samples is muchbetter than for signal events.

The relative efficiency of theLVL1MU06+DsPhiPi (RoI) trigger w.r.t. theLVL1MU06+
DsPhiPi (FS) is about 87 % for the samples containing aD−

s → φ(→ K+K−)π− decay.
This reduction is caused by the restriction of the track reconstruction in the Inner Detector
to the limited ROI.
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Offline Analysis

In this chapter, the analysis of the reconstructed data samples is presented. The chapter
starts with explaining the selection procedure for reconstructing B0

s meson candidates.
The results for the signal sampleB0

s → D−
s a+

1 as well as for the background decay pro-
cesses are presented. In the last part of the chapter, the flavor tagging results are discussed.

6.1 Event Selection

In order to search for theB0
s → D−

s a+
1 decay chain in the fully simulated data samples,

an offline analysis algorithm (BsDsA1) has been developed in the context of this thesis.
The analysis code is included in the Athena software framework. It is embedded in the
Bphys [147] package, which is found in thePhysicsAnalysis part of the Athena analy-
sis framework. The algorithm is inspired by theBsDsPi [147] algorithm, which searches
for B0

s → D−
s π+ candidates. The algorithm uses common tools, which are developed by

theB-physics group [148].
The selection algorithm searches for bothB0

s andB̄0
s candidates in reconstructed events,

which are accessed via AOD (Analysis Object Data) data inputfiles. The algorithm starts
with an initialization process, which e.g. provides accessto the reconstructed data as
described in Section 6.1.1. Afterwards, some generic cuts on the reconstructed event
characteristics are applied (see Section 6.1.3). Next, theD±

s meson decay chain is recon-
structed, starting with searching for aφ → K+K− meson decay by combining oppositely
charged tracks. In order to reconstruct aD±

s meson, a third charged track is added to each
reconstructedφ meson candidate. Thea±1 decay chain is reconstructed in a next step,
but only in case that at least oneD±

s meson candidate is reconstructed. This sequence
has the advantage that the execution time per event is shorter, because the number of
reconstructedD±

s meson candidates per event is smaller than the number ofa±1 meson
candidates. Therefore, more events are rejected in an earlystage.

TheD±
s meson reconstruction part of theBsDsA1 procedure is very similar to theD±

s
meson reconstruction procedure of theBsDsPi algorithm. To be more precise, the cuts
applied in this part are identical in order to compare efficiencies and mass resolutions of
both decay channels.

The reconstruction of thea±1 decay chain is similar to the search forD±
s meson candi-

dates. Oppositely charged track pairs are formed in order tosearch forρ candidates. Each
foundρ candidate is combined with a third reconstructed track to form ana±1 candidate.

Both theD±
s anda±1 meson candidates are combined to aB 0

s
(−)

candidate. Further selection

75
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Selection Name of Cut No. of Acceptance
Part Definition Region

General cuts No. of rec. primary verticesN(PV) (6.1) ≥ 1
No. of tracksN±

track (6.2) N+
track ≥ 3

N−
track ≥ 3

Track |η | (6.3) < 2.5
φ meson Track pT (6.4) > 1.5 GeV

Track∆θ(KK) (6.5) ≤ 10◦

Track∆φ(KK) (6.5) ≤ 10◦

Mass difference|m(KK)−m(φ)| (6.6) ≤ 150 MeV
Vertex fit χ2(KK) (6.7) ≤ 7
Mass difference|mfit(KK)−m(φ)| (6.8) ≤ 12.48 MeV

D±
s meson Third trackpT (6.9) > 1.5 GeV

Mass difference|m(KKπ)−m(Ds)| (6.10) ≤ 350 MeV
Vertex fit χ2(KKπ) (6.11) ≤ 12
Mass difference|mfit(KKπ)−mDs| (6.12) ≤ 52.14 MeV

ρ meson Track pT (6.13) > 0.5 GeV
Track∆R(ππ) (6.14) ≤ 0.650 (∼34.6◦)
Mass difference|m(ππ)−m(ρ)| (6.15) ≤ 500 MeV
Vertex fit χ2(ππ) (6.16) ≤ 7
Mass difference|mfit(ππ)−m(ρ)| (6.17) ≤ 200 MeV

a±1 meson Third trackpT (6.18) > 0.5 GeV
Third track∆R(πππ) (6.19) ≤ 0.585 (∼33.5◦)
Mass difference|m(ππ)−m(a1)| (6.20) ≤ 800 MeV
Vertex fit χ2(ππ)π (6.21) ≤ 12
Mass difference|mfit(ππ)−m(a1)| (6.22) ≤ 300 MeV

B 0
s

(−)
meson Mass diff.

∣∣m(KKππππ)−m(B0
s)
∣∣ (6.23) ≤ 750 MeV

Vertex fit χ2(KKππππ) (6.24) ≤ 27
Proper timeτ (KKππππ) (6.25) ≥ 0.4 ps
Decay lengthdxy(KKππππ) (6.26) > 0 mm
pT(KKππππ) (6.27) ≥ 10 GeV
Mass diff.

∣∣mfit(KKππππ)−m(B0
s)
∣∣ (6.28) ≤ 75.0 MeV

Select candidate with lowestχ2 (6.29) Enabled

Table 6.1: Summary of the selection cuts applied to the simulated data samples in order of appli-
cation.

cuts are applied, in order to reduce the contribution of combinatorial background. Finally,
detailed information about each reconstructed event is stored in a ROOT file [144]. This
provides fast access to the derived data for further analysis.

For each step of the selection procedure, the number of candidates passing is written
to a log file. This is done separately for all reconstructed candidates and for candidates,
whose tracks match with generated tracks from the signal decay (truth matched). Fur-
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Type Data Collection
Primary vertex collection VxPrimaryCandidate

MC truth collection GEN AOD

Reconstructed muon collectionStacoMuonCollection
Reconstructed track collection TrackParticleCandidate (NewTracking)
Track truth collection TrackParticleTruthCollection

Trigger decision collection MyTriggerDecision

Table 6.2: Data collections, which are used by the offline analysis. These collections are available
in the AOD and are provided by the reconstruction process.

thermore, after each cut has been applied, the number of events passing is determined
separately for all events and events with a truth matched candidate. These numbers are
used to determine efficiencies and purities of the sample after each selection step. The
purity is defined as the ratio of truth matched candidates to all selected candidates.

Each cut applied aims to reduce the fraction of the combinatorial background contri-

bution. Furthermore, these cuts help to identify the tracksfrom theB 0
s

(−)
decay in signal

events. Particle candidates passing the selection cuts forsignal events, which are not
based on tracks from the signal decay are referred to as combinatorial background within
the signal sample.

A summary of all cuts applied during the selection procedureis given in Table 6.1 and
the cuts are explained in detail in the next sections.

6.1.1 Initialization Process

As a first step, the algorithm performs the following technical initialization steps.

◦ In order to control the behavior of the algorithm, some parameters are set externally.
These define e.g. the values used for kinematic cuts or switchon specific analysis
parts, such as the processing of MC truth information.

◦ Control histograms and data containers for the data output are initialized. The out-
put containers are organized in terms of vectors (n-tuples) and are accessible in later
analysis steps.

◦ All relevant information needed for the analysis is retrieved from a central service,
namely the StoreGate service. This service manages the access to the information
stored in the AOD. The information in the AOD is structured indata containers, or
equivalently, in data collections. These contain e.g. information from reconstructed
tracks, reconstructed muons, and vertexing. Furthermore,the output from trigger
algorithms are also available. In the case of simulated data, MC truth information
is also available for the given datasets. A summary of the data collections, which
are used in the context of this thesis, is given in Table 6.2.
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6.1.2 Trigger Selection

After the initialization step, the trigger information retrieved for each event is analyzed.
This part has been inserted into theBsDsA1 algorithm (see [127]).

Afterwards, a cut is applied, which rejects events, that do not pass selected trigger
signatures. For the purpose of this thesis, the trigger condition LVL1MU06+LVL2DsPhiPi

(RoI) is used as the default condition (see Section 5.3).

6.1.3 General Selection Cuts

As a next step, general selection cuts are applied, which aredescribed in detail in the next
paragraphs.

◦ The information about the reconstructed primary vertex (PV) is analyzed and stored.
Events without a reconstructed primary vertex are rejected, since the proper lifetime

of theB 0
s

(−)
can not be calculated. This selects events with a number of reconstructed

primary verticesN(PV) of
N(PV) ≥ 1 . (6.1)

In the case of the signal sample, only one out of 27 118 events passing the required
trigger condition is rejected due to this condition and noneis rejected in any of the
background events.

◦ In the case of simulated MC data, the MC truth information is examined.

◦ Using the true primary vertex position, the vertex resolution is determined and
stored.

◦ Information about all muons from the MC truth collection is extracted and
stored for further analysis.

◦ A search for the true decay chain using its associated truth track information
is performed. Detailed information about each particle from the signal decay
is stored for further analysis.
Using the MC truth information, the candidates of each reconstructed particle
from the signal decay are checked at later stages of the eventselection pro-
cess whether their reconstructed tracks originate from thesignal decay (truth
matched) or not (non-truth matched).
The decay chain selected is either the signal decay chain or one of the ex-
clusive background decay chains. As the inclusive background channels do
not contain any signal event, it is important to check whether the inclusive
background events contain the sub-decay topologiesφ→ K+K−, D−

s →φ(→
K+K−)π−, ρ → π+π− anda+

1 → ρ(→ π+π−)π+ of theB 0
s

(−)
decay chain. All

inclusive background events passing theLVL1MU06+LVL2DsPhiPi(RoI) trig-
ger condition are checked for these four decay topologies. That means, the
information of e.g. allφ → K+K− decays using the MC truth information is
stored. For each reconstructedφ meson candidate, the two kaon tracks are
compared with the tracks of the candidates from the stored list. If the kaon
track pair is found in the list, the reconstructed candidateis flagged as a truth
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Decay Fraction of Fraction of Fraction of
Topology bb̄→ µ6X bb̄→ µ4X cc̄→ µ4X

Events [%] Events [%] Events [%]
φ → K+K− 44.2± 0.6 44.7± 1.3 44.0± 1.7
D−

s → φ(→ K+K−)π− 1.4± 0.1 1.4± 0.3 0.6+0.3
−0.2

ρ → π+π− 99.9± 0.1 100.0+0.0
−0.1 100.0+0.0

−0.1
a+

1 → ρ(→ π+π−)π+ 77.2± 0.5 77.5± 1.1 78.1± 1.4

Table 6.3: Fractions of simulated inclusive events passing the trigger condition LVL1MU06+

LVL2DsPhiPi(RoI) and containing the given decay topology according to the MC
truth record.

matchedφ meson candidate. Similar procedures are performed for the other
three decay topologies. Therefore, contributions from signal decays and from
random combination of tracks are also determined for the combinatorial back-
ground events in each step of the reconstruction process.
The results of the search are presented in Table 6.3. They aresimilar for
the three inclusive background data samples, because the events passed the
DsPhiPi trigger condition. As expected, this trigger condition leads also to an
enrichment of events containing the decay topologiesφ → K+K− andD−

s →
φ(→ K+K−)π−, e.g. only (0.40± 0.01) % of all reconstructedbb̄ → µ6X
events contain aD−

s → φ(→ K+K−)π− decay.
An efficient suppression of background events is hardly possible during the
ρ selection procedure, as almost all triggered inclusive background events
contain aρ → π+π− decay. The reconstruction procedure in this part aims
therefore only to identifyρ candidates. Thea±1 reconstruction part is also ex-
pected to reject only a minor part of the inclusive background events, because
only about 20 % of the events do not contain aa+

1 → ρ(→ π+π−)π+ decay
chain. Additionally, the selection is complicated by the large decay width of
thea±1 meson, which results in a large number ofa±1 candidates per event.

◦ The flavor of theB 0
s

(−)
at production time is tagged. Events, which are not tagged,

could be rejected early on. This is not enabled by default. The performance of the
flavor tagging is presented in Section 6.4.

Reconstructed Tracks

The reconstructed transverse momentum spectrum of all reconstructed tracks as well as
their pseudorapidity distribution is presented in Figure 6.1 for the signal sample overlaid
with the inclusive background samplebb̄→ µ6X. The distributions from the other simu-
lated data samples look similar. Only tracks with a reconstructedpT larger than 500 MeV
are available in the reconstructed track collection. The rise at 6 GeV in the momentum
spectrum is caused by a muonpT cut of 6 GeV applied during the event generation pro-
cess. The hard cut in the MC truth spectrum is ‘smeared’ due tothe finitepT resolution
of the detector. The change in the slope in thepT spectrum at∼ 1.4 GeV is caused by the
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Figure 6.1: Reconstructed transverse momentum(pT) spectrum (a) and pseudorapidity(η ) dis-
tribution (b) for all reconstructed tracks as obtained fromtheB0

s → D−
s a+

1 simulated
data sample. The rise in thepT spectrum at 6 GeV is caused by the muon cut applied
in the generation process.

DsPhiPi trigger condition, where tracks with a transverse momentumof at least 1.4 GeV
are used to reconstruct aD±

s meson. The drop in efficiency at pseudorapidities around
zero is caused by a loss in the muon reconstruction efficiency(see Figure 6.28 on page
111).

The selection cuts based on reconstructed tracks are the following.

◦ Only events with more than two negatively-charged (N−
track) and more than two

positively-charged (N+
track) reconstructed tracks are selected, since the signal decay

contains six final state particles. This is equivalent to

N−
track ≥ 3 and N+

track ≥ 3 . (6.2)

In the case of theB0
s → D−

s a+
1 data sample, two out of 27 117 events have an in-

sufficient number of reconstructed tracks, which corresponds to(0.007+0.007
−0.004) % of

the sample. The number of events rejected due to an insufficient number of charged
tracks for the background decay samples is similar since these events all pass the
required trigger condition. Only three out of 7 771 events from thebb̄→ µ6X data
sample, one out of 1 475 events from thebb̄→ µ4X data sample and none from the
other background samples are rejected.

◦ Only tracks within
|η | ≤ 2.5 (6.3)

are selected for further analysis. This is the range coveredby the Inner Detector.
The selected region inη is indicated in Figure 6.1(b) by the arrows.

The distribution of the numbers of all reconstructed tracksper event is presented in
Figure 6.2(a) for theB0

s → D−
s a+

1 and bb̄ → µ6X data samples. The average number
for each simulated data sample is presented in Table 6.4. This average is independent
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Figure 6.2: Number of all reconstructed tracks per event for theB0
s → D−

s a+
1 and bb̄ → µ6X

simulated data sample. The left hand side plot (a) shows the number of reconstructed
tracks with transverse momenta of at least 0.5 GeV, whereas apT value of 1.5 GeV is
required for each track in the right hand side plot (b).

Decay Average number of Average number of
Topology charged tracks charged tracks

(pT >0.5 GeV) (pT >1.5 GeV)
B0

s → D−
s a+

1 47.95± 0.13 15.47± 0.04
B0

d → D+
s a−1 48.06± 0.18 15.50± 0.06

B0
d → D−a+

1 51.74± 0.27 17.71± 0.10
B0

s → D∗−
s a+

1 48.33± 0.13 15.63± 0.04
bb̄→ µ6X 54.92± 0.25 17.59± 0.09
bb̄→ µ4X 54.88± 0.59 16.79± 0.20
cc̄→ µ4X 54.32± 0.74 16.10± 0.25

Table 6.4: Average number of reconstructed charged tracks for the different simulated data sam-
ples.

of the charge of the tracks. The number of tracks is significantly larger for channels not
containing a trueD−

s →φ(→K+K−)π− decay. The trigger selection of events, that do not
contain this decay chain, are based on a random combination of tracks. The probability
for a trigger pass rises with an increasing number of tracks.Therefore, these events have
on average a larger number of tracks.

The tracks used for theD±
s reconstruction are required to have a transverse momentum

of pT >1.5 GeV. This condition reduces the average number of charged tracks as shown
in Figure 6.2(b). The number of tracks is again similar for decay channels containing and
not containing a trueD−

s → φ(→ K+K−)π− decay chain (see Table 6.4). The average
number of negatively-charged tracks withpT >1.5 GeV is significantly larger for theB0

q-
decay channels, e.g. the number of negatively-charged (positively-charged) tracks is 8.09
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Figure 6.3: Number of generated tracks per event from the final state particles of the signal decay,
which map to a reconstructed track from theB0

s → D−
s a+

1 data sample. The numbers
above each bin indicate the absolute number of events for each bin, and the ones below
denote the percentages.

± 0.02 (7.38± 0.02) for the signal channel. This is caused by the muonpT cut of 6 GeV.
The muons in the simulated data sample are mainly negatively-charged as explained in
Section 5.2, which leads to the observed shift in the distribution. As expected, this effect
is not present for the inclusive background decay channels.

The number of MC truth tracks from the signal decay, which mapto a reconstructed
track is shown in Figure 6.3. Mainly due to track reconstruction efficiencies, only for
18 953 out of 27 115 events, all six signal final state particles match with six reconstructed
tracks, which corresponds to(69.90±0.28) % of the triggered events. That means, about
30 % of the signal events do not contain a truth matched candidate, because at least one
track from the final state particles is not properly reconstructed. Taking the trigger condi-
tion into account, this corresponds to an efficiency of (19.3± 0.1) % w.r.t. all simulated
signal events. The difference in efficiencies due to theη cut (6.3) is negligible, since a
cut of |η0| ≤ 2.5 is applied to the final state particles of the signal decay.

6.1.4 Reconstruction of theD±
s Decay Chain

φ Meson Selection

The first step to reconstruct aD±
s meson is to search forφ meson candidates. Their

selection proceeds according to the following description.

◦ For each cut during the selection procedure, the efficiency,both for signal and back-
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ground events, is summarized in Table 6.6, which is located at the end of Sec-
tion 6.1.6 on page 100. The efficiencies for theB0

q-decay channels are expected to
be similar, because each of theB0

q-decay channels contains aφ → K+K− decay.

◦ Track pairs with oppositely-charged tracks are formed using reconstructed tracks
with transverse momenta of

pT ≥ 1.5 GeV. (6.4)

This is chosen to take theDsPhiPi trigger condition into account, which requires
tracks withpT ≥ 1.4 GeV.

◦ A cut on the opening angle between both tracks of each track pair of

|∆ϕ (KK)| ≤ 10◦ ∼ 0.17 and |∆θ(KK)| ≤ 10◦ ∼ 0.17 (6.5)

is applied. Each cut region given in this chapter defines the selection region, which
is indicated by arrows in the Figures.
The distributions for both opening angles are presented in Figure 6.4 for the signal
and thebb̄→ µ6X data sample. Since the exclusive background event samples all
contain aφ → K+K− decay, their distributions are similar to the ones of the signal
channel. Therefore, the inclusive background data samplebb̄→ µ6X is chosen for
comparisons, as this sample has the largest number of events. Differences to the
other inclusive background samples are stated explicitly if observed.
The maximum opening angle for the combinatorial backgroundwithin the signal
sample is smaller for the∆θ distribution than for the∆ϕ distribution. Whereas the
maximal possible value for∆ϕ is 180◦ (back-to-back), the maximum value for∆θ
is restricted to∼ 161.2◦, because each reconstructed track is limited to|η | < 2.5.

◦ The invariant massm(KK) of the track pair is calculated by assuming a kaon mass
for each track. In order to save computing time, the number ofvertex fits to be
processed is reduced by applying a cut on the invariant mass

|m(KK)−m(φ)| ≤ 150 MeV (6.6)

around the nominalφ meson massm(φ) = 1019.4 MeV. This cut is chosen to be
wide, because the shape of the combinatorial background should still be visible.
The invariant mass distribution of the signal sample is shown in Figure 6.5(a).

◦ A two-track vertex is fitted using a vertexing software package (CTVMFT) [149],
which was originally developed by the CDF collaboration. This vertexing package
is commonly used by theB-physics group. In the context of this thesis, theCTVMFT

vertexing package is used throughout.
The vertex fit is required to converge and a cut on

χ2(KK) ≤ 7 (6.7)

is applied. With a number of degrees of freedom (NDOF) of one for this fit, the cut
chosen rejects track combinations with a fit-probability [150] of less than 1 %.

◦ An invariant massmfit(KK) is calculated using tracks, which are obtained from
the vertex fit procedure. The track parameters of these tracks are adjusted under
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Figure 6.4: Distribution of the opening angles∆ϕ (a,c) and∆θ (b,d) for all reconstructed track
pairs with oppositely charged tracks for the signal sample (a,b) and thebb̄→ µ6X data
sample (c,d). The open black histograms show all combinations within the sample,
whereas the gray filled histograms correspond to reconstructed tracks matching the
MC truth particles from theφ meson decay.

the assumption, that the track pair originate from a common vertex. In order to
distinguish between the reconstructed track parameters and the track parameters
obtained from the vertex fit procedure, the latter are referred to as ‘refitted’ tracks.
Because of the additional vertex constraint applied for therefitted tracks, the mass
distribution ofmfit(KK), presented in Figure 6.5, is narrower than the mass distri-
bution obtained without the vertex fit procedure. The resulting difference in the in-
variant mass calculation(mfit(KK)−m(KK)) is shown in Figure 6.5(b). A∼ 10 %
smaller RMS (Root Mean Square) is observed for the signal sample.
All combinations within a mass range of 3σ around the nominalφ meson mass
m(φ) are selected asφ meson candidates. This selects all track pairs within

|mfit(KK)−m(φ)| ≤ 12.48 MeV . (6.8)
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Figure 6.5: Invariant massm(KK) distribution (a) before the vertex fit and invariant mass
mfit(KK) (c,d) after the vertex fit of track pairs in the search forφ meson candi-
dates. The black line (a,c,d) shows all pairs within the signal sample, whereas the
track pairs shown as the gray filled area are limited to truth matched pairs. The widths
(sigma) and mean values are obtained for comparison from fitsof a Gaussian func-
tion (red dashed lines) to the core of the truth matched distribution within a fit-range
of 2σ using an iterative procedure. The upper plot on the right hand side (b) shows
the residuum(mfit(KK)−m(KK)) of the φ meson mass distribution for acceptedφ
candidates.

This cut rejects∼ 30 % of the inclusive background events (see Table 6.6 on page
100). The rejection ofB0

d → D−a+
1 events is larger than of events from the signal

sample, because the trigger selection is not based on a trueD±
s decay in the decay

chain.

◦ The number of acceptedφ meson candidates per event is presented in Figure 6.6.
The average number ofφ candidates is of the order one and is significantly larger



86 6. Offline Analysis

 meson candidatesφMultiplicity of 
0 2 4 6 8 10

F
ra

ct
io

n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1asD→sB

6Xµ→bb

Mean: 1.320±0.005 (B0
s → D−

s a+
1 )

Mean: 1.534±0.013 (bb̄→ µ6X)

Figure 6.6: Number of acceptedφ meson candidates per event. Events without any candidate
selected are not included in the histogram.

for the bb̄ → µ6X data sample, because this sample on average contains a larger
number of reconstructed tracks per event.

◦ The overall efficiency for events with aφ candidate found w.r.t. the number of
triggered events is (87.0± 0.2) % for the signal sample and (63.0± 0.5) % for the
bb̄→ µ6X data sample. The other efficiencies are: (86.8± 0.3) % forB0

d → D+
s a−1 ,

(83.6± 0.4) % forB0
d → D−a+

1 , (86.4± 0.2) % forB0
s → D∗−

s a+
1 , (61.2± 1.3) %

for bb̄→ µ4X and (58.4± 1.7) % forcc̄→ µ4X.

D±
s Meson Selection

TheD±
s meson reconstruction proceeds according to the following steps.

◦ In order to formD±
s candidates, each selectedφ candidate is combined with each

remaining reconstructed track. This produces track triplets. The third track is re-
quired to have a transverse momentum of

pT > 1.5 GeV. (6.9)

This is the same value as applied for the track pairs used forφ meson reconstruction.

◦ An invariant massm(KKπ) is calculated (see Figure 6.7(a)) assuming that the third
track refers to a pion. A first wide mass cut of

|m(KKπ)−m(Ds)| ≤ 350 MeV. (6.10)

around the nominalD±
s meson mass (m(Ds) = 1968.5 MeV) is applied.

◦ A vertex fit is performed, cutting on a fit probability of 1 %, which is equivalent to

χ2(KKπ) ≤ 12 (NDoF= 3) . (6.11)
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Figure 6.7: Invariant massm(KKπ) distribution (a) before the vertex fit and invariant mass
mfit(KKπ) (b,c,d) after the vertex fit of track triplets in the search for D±

s candidates.
The open histogram (black line) shows all track triplets within the signal sample,
whereas the gray filled areas correspond to truth matched candidates. For events from
the B0

d → D−a+
1 data sample (d) theD±

s selection region is well separated from re-
constructedD meson candidates. The widths (sigma) are obtained for comparison
from fits of a Gaussian function (red dashed lines) to the coreof the truth matched
distribution within a fit-range of 2σ using an iterative procedure.

◦ By using the refitted tracks of the vertex fit, an invariant mass mfit(KKπ) is calcu-
lated. The track parameters are adjusted under the assumption, that all three tracks
originate from a common vertex. This results in a better massresolution, as shown
in Figure 6.7. AD±

s candidate is accepted, if the mass is inside the 3σ range

|mfit(KKπ)−m(Ds)| ≤ 52.14 MeV . (6.12)

The contribution of theB0
d → D−a+

1 data sample is suppressed due to the mass
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Figure 6.8: Number of acceptedD±
s candidates per event.

difference of(103.7±0.6) MeV [1] between theD±
s and theD meson. A separation

from theD±
s candidate selection region is achieved as presented in Figure 6.7(d).

Furthermore, as presented in Table 6.6, inclusive background events are rejected as
well.

◦ The number of selectedD±
s candidates is presented in Figure 6.8. It is of the order

one and larger for thebb̄ → µ6X data sample. Events without any reconstructed
D±

s candidates are not included in the histogram. The fraction of these events to
all triggered events is (28.6± 0.3) % for the signal and (73.3± 0.5) % for the
bb̄→ µ6X data sample.

6.1.5 Reconstruction of thea±1 Decay Chain

For each event with at least oneD±
s candidate found, a similar procedure is used to search

for a±1 candidates, starting with reconstructingρ candidates.

ρ Meson Selection

Since almost all events of the inclusive background decay channels contain at least one
ρ → π+π− decay, this step aims to select the correctρ candidate via the following pro-
cedure. The available track collection is used independently from theD±

s reconstruction
procedure, since more than oneD±

s candidate could be found. Combinations ofφ can-
didates witha±1 candidates with tracks used twice are discarded in a later part of the
algorithm.

◦ Track pairs with opposite charge are formed from tracks with

pT > 500 MeV. (6.13)



6.1 Event Selection 89

)ππR(∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

E
nt

rie
s 

/ 0
.0

25

1

10

210

310

410

510

1asD→sB

(a)
)ππR(∆

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

E
nt

rie
s 

/ 0
.0

25

1

10

210

310

410

6Xµ→bb

(b)

Figure 6.9: Opening angle∆R(ππ) between all oppositely charged track pairs (black line) and
truth matched combinations (gray filled area) obtained fromtheB0

s → D−
s a+

1 (a) and
bb̄→ µ6X (b) data samples in the search forρ candidates.

◦ An angular∆R cut as defined in (2.4) of

|∆R(ππ)| ≤ 0.605∼ 34.6◦ (6.14)

is applied. The distribution is presented in Figure 6.9 bothfor the signal and the
bb̄→ µ6X data sample.

◦ A mass cut is applied to the invariant mass of the track pairs,assuming a pion mass
for each track. To each combination within

|m(ππ)−m(ρ)| ≤ 500 MeV (6.15)

around the nominalρ mass ofm(ρ) = 768.5 MeV, a vertex fit is applied.

◦ The vertex fit is required to converge and events with a fit probability of less than
1 % are rejected, which corresponds to a cut

χ2(ππ) ≤ 7 (NDoF= 1) . (6.16)

◦ The invariant massmfit(ππ) distribution, which is calculated from refitted track
pairs, is presented in Figure 6.10. A cut around the nominalρ mass ofm(ρ) =
768.5 MeV is chosen to

|mfit(ππ)−m(ρ)| ≤ 200 MeV. (6.17)

Each passing track pair is considered as aρ meson candidate. The shape of the
combinatorial background contribution within the signal sample is similar to the
one obtained from thebb̄→ µ6X data sample.

◦ The number of selectedρ candidates per event is shown in Figure 6.10(d). As theρ
mass distribution is much wider than theφ meson mass distribution and the opening
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Figure 6.10: Invariant massmfit(ππ) (a,b,c) of track pairs passing the vertex fit. The left hand
side plots (a,c) show all combinations (black line) overlayed by truth matched ones
(gray filled area). As the histogram of the truth matched track pairs for the signal
events (a) is hardly visible, it is shown in the upper plot on the right hand side (b)
in more detail. The lower plot on the right hand side (d) showsthe multiplicity of
selectedρ candidates.

angle range is wider, the average number of candidates per event is larger than for
φ candidates. The number ofρ candidates is larger for thebb̄→ µ6X data sample,
because the number of tracks per event is larger. This increases the number of track
pairs and therefore also the number of combinations randomly passing the selection
cuts.

Due to the large number ofρ candidates, hardly any of the events are rejected during the
ρ reconstruction procedure.
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Figure 6.11: Opening angle in∆R((ππ)π) between the directions of selectedρ candidates and a
third track obtained from theB0

s → D−
s a+

1 (a) andbb̄→ µ6X (b) data samples. The
open histograms show the opening angle for all track triplets, whereas the gray filled
areas correspond to triplets with truth matched tracks.

a±1 Meson Selection

The a±1 selection procedure is similar to theD±
s selection and is performed using the

following selection cuts.

◦ For each selectedρ candidate track triplets are formed using tracks fulfilling

pT > 500 MeV. (6.18)

◦ An angular cut on the opening angle between the directions ofthe reconstructedρ
candidate and the third track is applied

|∆R((ππ)π)| ≤ 0.585∼ 33.5◦ . (6.19)

The∆R((ππ)π) distribution for the track triplets is presented in Figure 6.11.

◦ A mass cut of
|m(πππ)−m(a1)| ≤ 800 MeV (6.20)

around the nominala±1 mass ofm(a1) = 1230 MeV is applied.

◦ A vertex fit is required to converge and only track triplets with

χ2(πππ)≤ 12 (NDoF= 3) (1 % fit probability) (6.21)

are selected.

◦ The invariant massmfit(πππ) is calculated using the refitted tracks. The resulting
distribution is shown in Figure 6.12. Candidates within

|mfit(πππ)−m(a1)| ≤ 300 MeV (6.22)

are selected asa±1 candidates.
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Figure 6.12: Invariant massmfit(πππ) (a,b,c) of track triplets passing the vertex fit. The left hand
side plots (a,c) shows all combinations (black line) overlayed by truth matched ones
(gray filled area). As the histogram of the truth matched track triplets for the signal
events (a) is hardly visible, it is shown in the upper plot on the right hand side (b) in
more detail. The lower plot on the right hand side (d) shows the number of selected
a±1 candidates per event.

◦ Due to the wide mass cuts applied to theρ anda±1 candidates, the probability for
track triplets, which are combined twice to ana±1 candidate using the same tracks,
is not negligible. This happens, if for the second combination the pion from thea±1
decay is swapped with the pion from theρ decay with the same charge and both
possibilities pass the cuts applied. Since both the invariant mass distribution and
the vertex fit are invariant under swapping of two pions, eacha±1 candidate found
using the same tracks as a previously identified candidate isdiscarded.

◦ The multiplicity of selecteda±1 candidates is presented in Figure 6.12(d).
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Figure 6.13: Invariant mass distribution before the vertex fit (a) and invariant mass distribution
after the vertex fit (b,d) of track sextuplets in search forB 0

s
(−)

meson candidates. The
widths (sigma) for (a) and (b) are obtained for comparison from fits of a Gaussian
function (red dashed lines) to the core of the truth matched distribution within a
fit-range of 2σ using an iterative procedure. The RMS of the residuum of the recon-
structedB 0

s
(−)

meson mass (c) is larger forbb̄→ µ6X events.

6.1.6 B 0
s

(−)
Meson Selection

As a next step, the algorithm searches forB 0
s

(−)
candidates, which is described in the fol-

lowing paragraphs.

◦ In order to formB 0
s

(−)
track sextuplets, eachD±

s candidate is combined with each
a±1 candidate. Since theD±

s anda±1 candidate reconstruction procedures use the
available collection of reconstructed tracks independently, combinations with over-
lapping sets of tracks must be discarded. This reduces the number of events selected
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Figure 6.14: Proper time distribution of theB 0
s

(−)
meson for track sextuplets passing theχ2 cut

(6.24) of the vertex fit obtained from theB0
s → D−

s a+
1 (a) andbb̄ → µ6X (b) data

samples. The open histogram shows all combinations, whereas the gray filled area
represents truth matched track sextuplets.

in each simulated data sample by about 5 %.

The following cuts reduce the number of inclusive background events as well as events
from theB0

d → D−a+
1 data sample efficiently as summarized in Table 6.6. The events

of these samples passing theD±
s reconstruction procedure are mainly based on random

combinations of tracks, since the truth matched candidatesare already rejected efficiently
by (6.12). The exclusive background decay channelsB0

d → D+
s a−1 and B0

s → D∗−
s a+

1
are expected to have similar event kinematics. Their contribution is suppressed by a cut
applied to the invariant mass ofB0

s meson candidates.

◦ A mass cut of ∣∣m(KKππππ)−m(B0
s)
∣∣≤ 750 MeV (6.23)

around the nominalB 0
s

(−)
mass ofm(B0

s) = 5369.3 MeV is chosen. The mass distri-
bution is presented in Figure 6.13(a).

◦ A six-track vertex fit, which considers theB 0
s

(−)
decay topology, is required to con-

verge and a cut (1 % fit probability)

χ2(KKππππ)≤ 27 (NDoF= 12) (6.24)

is applied. During the vertex fit procedure, the momentum direction of theD±
s

decay vertex is required to be parallel to the vector connecting theD±
s decay vertex

to theB 0
s

(−)
decay vertex. The latter is assumed to be the same as thea±1 decay vertex.

The total momentum vector of theB 0
s

(−)
must point to the primary vertex by applying a

similar constraint. Furthermore, the masses of theφ andD±
s mesons are set to their

nominal masses. Due to the large width of thea±1 andρ mesons mass distribution,
their mass is not constraint.
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Figure 6.15: Transverse decay lengthdxy distribution of theB 0
s

(−)
meson for track sextuplets passing

the proper time cut (6.25) obtained from theB0
s → D−

s a+
1 (a) andbb̄→ µ6X (b) data

samples. Entries arounddxy(B0
s) = 0 are already rejected by the proper time cut.

An invariant massmfit(KKππππ) is calculated using the refitted tracks obtained
from the vertex fit. Its distribution is presented in Figure 6.13(b,d). In order to
improve the background rejection, further cuts are appliedto the track sextuplets.

◦ The proper timeτ (B0
s) of theB 0

s
(−)

is presented in Figure 6.14 for signal and combina-
torial background. The combinatorial background within the signal decay as well
as for the contribution from inclusive background dominates for small proper time
values. Therefore, the follwing cut is chosen

τ (B0
s) ≥ 0.4 ps. (6.25)

◦ The transverse decay lengthdxy(B0
s) of the B 0

s
(−)

meson is defined as the distance

between the primary vertex and theB 0
s

(−)
decay vertex and it’s distributions are shown

in Figure 6.15. The decay length is defined to be positive, if the reconstructed

transverse momentum of theB 0
s

(−)
candidate points in the same direction as the vector

from the primary vertex to theB 0
s

(−)
decay vertex. A cut of

dxy(B
0
s) ≥ 0 mm (6.26)

is applied. This loose cut has been chosen deliberately, since a cut on a positive

value would bias the proper time distribution of reconstructed B 0
s

(−)
candidates sys-

tematically.

◦ Only track sextuplets with a transverse momentum of

pT ≥ 10 GeV (6.27)

are selected (cf. Figure 6.16).
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Figure 6.16: Reconstructed transverse momentum distribution of track sextuplets passing the
dxy(B0

s) cut (6.26) obtained from theB0
s → D−

s a+
1 (a) andbb̄→ µ6X (b) data sam-

ples. The gray filled histogram (a) corresponds to truth matched track sextuplets.

Selection Mean Sigma
[MeV] [MeV]

a) Invariant massm(KKππππ) beforeB 0
s

(−)
vertex fit (6.24) 5366.9±0.5 49.5±0.5

b) Invariant massmfit(KKππππ) afterB 0
s

(−)
vertex fit (6.24) 5366.7±0.4 37.2±0.4

c) Invariant massm(KKππππ) for B 0
s

(−)
candidates 5366.6±0.8 48.3±0.8

d) Invariant massm(KKππππ) for B 0
s

(−)
candidates 5366.9±0.7 42.1±0.7

(with Ds mass constraint)

e) Invariant massmfit(KKππππ) for B 0
s

(−)
candidates 5366.9±0.6 37.4±0.6

Table 6.5: B 0
s

(−)
mass resolutions as obtained during the different analysissteps. The truth matched

distributions are fitted with a Gaussian function within a 2σ range around the mean.

◦ The massmfit(KKππππ) distribution for each track sextuplet passing the above

cuts is shown in Figure 6.17(a). AB 0
s

(−)
candidate is found if the mass is within the

range ∣∣m(KKππππ)−m(B0
s)
∣∣≤ 75.0 MeV . (6.28)

This so called tight mass cut corresponds to a 2σ range of a Gaussian fit to the truth
matched candidates by using the refitted tracks of the vertexfit. The fit range of 2σ
around the mean is determined using an iterative procedure.

TheB 0
s

(−)
mass resolution is calculated in three different ways by calculating the in-

variant mass of the track sextuplet. A summary of the mean values and widths
obtained from a fit of a Gaussian function to the resulting distributions is presented
in Table 6.5. The resolutions for the invariant mass of tracksextuplets before the
vertex fit (a) and the invariant mass after the vertex fit (b) have already been given
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Figure 6.17: Reconstructed invariant mass distribution (a) of track sextuplets passing thepT cut
(6.27) and number ofB 0

s
(−)

candidates per event. The values are obtained from a fit of
a Gaussian function to truth matched candidates within a 2σ range around the mean
value.

during the selection procedure. This shows how the vertex procedure affects the
mass resolution by refitting the tracks under the assumptionthat they originate from
the same vertex.
The three remaining distributions (c,d,e) are calculated for track sextuplets without
the final mass cut (6.28) applied. The three different procedures are using recon-
structed tracks (c), reconstructed tracks with a mass constraint applied to theD±

s

mass (c) and refitted tracks obtained from theB 0
s

(−)
vertex fit (d). There is no statisti-

cally significant difference between the obtained mean values, only the widths are
affected by the different calculation procedures. The width of the invariant mass
after the selection cuts applied (e) agrees with the value obtained before the vertex
fit (a). The same is true for the invariant massmfit(KKππππ) before the vertex
fit (b) and after the selection cuts are applied (e). This validates, that the selection
cuts (6.25) to (6.27) applied after the vertex fit procedure do not affect the mass
resolution.
The invariant massm(KKππππ) for B 0

s
(−)

candidates (c) uses the information of
tracks reconstructed using the Inner Detector and do not take constraints from a
vertex fit procedure into account. Constraining the invariant mass of theD±

s candi-
date to the nominalD±

s mass (d) reduces the width of the distribution by∼ 6 MeV.

The invariant massmfit(KKππππ) for B 0
s

(−)
candidates (e) is calculated using also

information from the vertex fit procedure. Therefore the width of the distribution is
smaller. A mass resolution of(37.4±0.6) MeV is obtained.

◦ The number ofB 0
s

(−)
candidates per event for the signal sample is shown in Fig-

ure 6.17(b). The probability that a selected track sextuplet with one track replaced
by a remaining track from the track collection passes the selection cuts is not neg-
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Figure 6.18: The left hand side plot (a) shows theχ2 distribution for allB 0
s

(−)
candidates (black)

and truth matched candidates (gray filled area). For events with more than oneB 0
s

(−)

candidate (including a truth matched candidate), the difference (6.30) of theχ2 to
the truth matched candidate (b) is shown.
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Figure 6.19: Number of truth tracks from the signal decay which match witha reconstructed track
of selectedB 0

s
(−)

candidates.

ligible. In order to estimate the correct candidate in events with more than oneB 0
s

(−)

candidate, only the candidate with the lowest

χ2
min(KKππππ) (6.29)

of the vertex fit is selected. Theχ2 distribution ofB 0
s

(−)
candidates is presented in

Figure 6.18(a). On average, the truth matchedB 0
s

(−)
candidates have a smallerχ2

value. This provides a selection of the correct track combination. Figure 6.18(b)
shows the difference

χ2(non truth matched)−χ2(truth matched) (6.30)
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Figure 6.20: Opening angle∆R between the direction ofφ candidates and a third track in the
search forD±

s meson candidates. The left hand side histograms (a,c) show all com-
binations, whereas the right hand side histograms (b,d) arelimited to D±

s meson
candidates.

for events with more than one reconstructedB 0
s

(−)
candidate and with a truth matched

candidate among them.

◦ The number of truth matched tracks for each selectedB 0
s

(−)
candidate per event is

shown in Figure 6.19. Almost all candidates within the signal sample have all

six tracks truth matched. For about 4.2 % of the selectedB 0
s

(−)
candidates, not all

tracks match a track from the MC truth information. The majority (3.3 %) of them
contains five truth matched tracks.

◦ A summary of all cuts applied has already been given in Table 6.1. The individual
selection efficiencies for each cut applied is summarized inTable 6.6.
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s Selection Cut Effic. [%] Effic. [%] Effic. [%] Effic. [%] Effic. [%] Effic. [%] Effic. [%]
(B0

s → D−
s a+

1 ) (B0
d → D+

s a−1 ) (B0
d → D−a+

1 ) (B0
s → D∗−

s a+
1 ) (bb̄→ µ6X) (bb̄→ µ4X) (cc̄→ µ4X)

(6.4) : pT 99.96± 0.01 100.00+0.00
−0.01 100.00+0.00

−0.02 99.97± 0.01 99.90+0.03
−0.04 99.86+0.08

−0.13 99.88+0.08
−0.17

(6.5) : ∆θ(KK) and ∆φ(KK) 99.13± 0.06 99.10± 0.08 99.31+0.09
−0.10 99.03± 0.06 98.35+0.14

−0.15 97.08+0.42
−0.46 98.38+0.40

−0.47

(6.6) : |m(KK)−m(φ)| 98.53± 0.07 98.47+0.10
−0.11 98.39+0.15

−0.16 98.42± 0.08 97.38+0.18
−0.19 97.41+0.40

−0.44 97.53+0.50
−0.58

(6.7) : χ2(KK) 98.13± 0.08 98.17+0.11
−0.12 98.28+0.15

−0.16 98.09+0.08
−0.09 97.38+0.18

−0.19 95.90+0.51
−0.55 96.74+0.58

−0.66

(6.8) : |mfit(KK)−m(φ)| 90.81± 0.18 90.62± 0.25 87.02± 0.41 90.45± 0.18 67.62± 0.55 67.57+1.27
−1.29 63.05+1.09

−1.70

(6.9) : pT 100.0+0.00
−0.01 100.0+0.00

−0.01 100.0+0.00
−0.02 100.0+0.00

−0.01 100.0+0.00
−0.02 100.0+0.00

−0.13 100.0+0.00
−0.23

(6.10): |m(KKπ)−m(Ds)| 97.22± 0.11 97.51+0.14
−0.15 96.53+0.23

−0.24 96.46± 0.10 97.17+0.38
−0.39 92.13+0.87

−0.93 89.51+1.31
−1.42

(6.11): χ2(KKπ) 93.12± 0.16 95.79+0.18
−0.19 93.03+0.33

−0.34 96.02± 0.13 89.58+0.45
−0.46 90.25+1.00

−1.06 90.04+1.35
−1.47

(6.12): |mfit(KKπ)−m(Ds)| 88.12± 0.22 88.26+0.30
−0.31 41.23± 0.68 87.25+0.22

−0.23 51.42± 0.79 53.87± 1.82 49.14± 2.47

(6.13)–(6.17):ρ Selection 99.66± 0.04 99.67+0.05
−0.06 99.95+0.03

−0.07 99.72± 0.04 99.71+0.10
−0.14 100.00+0.00

−0.28 100.00+0.00
−0.57

(6.18): pT 100.00+0.00
−0.01 100.00+0.00

−0.01 100.00+0.00
−0.01 100.00+0.00

−0.05 100.00+0.00
−0.06 100.00+0.00

−0.28 100.00+0.00
−0.57

(6.19):∆R(πππ) 99.92± 0.02 99.97+0.01
−0.02 100.00+0.00

−0.05 99.89+0.02
−0.03 100.00+0.00

−0.06 100.00+0.00
−0.28 100.00+0.00

−0.57

(6.20): |m(πππ)−m(a1)| 99.92± 0.02 99.96± 0.02 100.00+0.00
−0.05 99.92± 0.02 99.95+0.04

−0.05 100.00+0.00
−0.28 100.00+0.00

−0.57

(6.21): χ2(πππ) 99.76+0.03
−0.04 99.81+0.04

−0.05 99.95+0.03
−0.07 99.73± 0.04 99.90+0.05

−0.09 100.00+0.00
−0.28 100.00+0.00

−0.57

(6.22): |mfit(πππ)−m(a1)| 99.41+0.05
−0.06 99.44+0.07

−0.08 99.58+0.11
−0.15 99.50± 0.05 99.95+0.04

−0.07 99.81+0.42
−0.59 99.00+0.56

−0.91

Comb. ofD±
s anda±1 Cand. 94.16± 0.17 94.06± 0.24 92.36+0.56

−0.59 94.42± 0.17 95.21+0.46
−0.48 93.00+1.21

−1.35 94.95+1.41
−1.72

(6.23):
∣∣m(KKππππ)−m(B0

s)
∣∣ 70.64± 0.34 70.63± 0.48 39.75+1.10

−1.09 69.30+0.34
−0.35 33.16+1.07

−1.06 31.72+2.44
−2.38 29.26+3.38

−3.23

(6.24): χ2(KKππππ) 69.30± 0.41 69.69± 0.57 36.54+1.72
−1.70 67.54± 0.42 41.51+1.94

−1.92. 38.14+4.50
−4.37 49.09+6.64

−6.69

(6.25): τ (KKππππ) 73.25± 0.47 72.57+0.66
−0.67 39.45+2.89

−2.84 72.42± 0.49 14.39+2.21
−2.04 8.89+4.84

−3.64 7.41+6.13
−4.03

(6.26):dxy(KKππππ) 99.30± 0.10 99.33+0.13
−0.15 96.49+1.48

−2.03 99.31+0.10
−0.11 56.41+7.65

−7.85 100.00+0.00
−20.53 50.00± 24.81

(6.27): pT(KKππππ) 99.53+0.08
−0.09 99.69+0.09

−0.11 97.27+1.30
−1.89 99.47± 0.09 95.45+3.22

−6.11 75.00+15.20
−21.21 100.00+0.00

−43.69

(6.28):
∣∣mfit(KKππππ)−m(B0

s)
∣∣ 82.51+0.47

−0.48 33.69± 0.83 25.23+4.32
−4.02 11.16+0.41

−0.40 14.29+8.54
−6.38 0.00+20.53

−0.00 0.00+43.70
−0.00

Table 6.6: Summary of the individual selection efficiencies for each cut applied during the event selection procedure for the different simulated data
samples.
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Figure 6.21: Impact parameter of theB 0
s

(−)
meson for track sextuplets passing theχ2 cut (6.24)

obtained from theB0
s → D−

s a+
1 (a) andbb̄→ µ6X (b) data samples. The shaded his-

togram is obtained from truth matched candidates. The difference in (a) between the
open and shaded histogram shows the contribution by the combinatorial background
in the signal sample.

6.2 Further Cuts Under Consideration

In this section, the effects of three further cuts on the event selection procedure are investi-
gated. Since these cuts are not suitable to effectively cut against background contributions,
they are not chosen to be used in this analysis.

Angular Cut between the φ Meson Direction and the Track Direction of the Pion
from the D±

s Meson Decay

In the selection algorithm, an angular cut is applied to the opening angle of track pairs
in the search for aφ meson candidate. Furthermore, angular cuts are also applied in the
ρ anda±1 meson reconstruction. The suppression of the background contribution using
such an angular cut on the opening angle defined by theφ meson candidate’s momentum
and the direction of an additional track to be combined to aD±

s meson candidate has been
analyzed.

Figure 6.20 shows the opening angle between aφ meson candidate’s momentum di-
rection and the direction of an additional track assumed to be a pion from the signal
D±

s decay. In the histograms on the left hand side all track pairsare used. A cut value
∆R≈ 0.7 looks reasonable. The plots on the right hand side show the same distribution,
but with the entries restricted to acceptedD±

s candidates. The large combinatorial back-
ground contribution is already effectively suppressed by other selection cuts applied. In
particular, entries with∆R& 0.7 are efficiently rejected. Therefore, this angular cut is not
applied in the current analysis.
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Figure 6.22: Transverse decay lengthdxy (a,c) and its error (b,d) for theD±
s meson for track

sextuplets passing theχ2 cut (6.24) obtained from theB0
s → D−

s a+
1 (a,b) andbb̄→

µ6X (c,d) data samples.

Cut on Impact Parameter

The three-dimensional impact parameter of theB 0
s

(−)
decay vertex w.r.t. the reconstructed

primary vertex is calculated. The distribution is presented in Figure 6.21. Since there
are no tails for the combinatorial background contributionwithin the signal sample as
well as for the inclusive background data samples, no further background rejection can be
reached without cutting into the signal region. Therefore,no cut on the impact parameter
is applied.

Transverse decay length of theDs meson

The transverse decay length of theD±
s meson is smaller than the transverseB 0

s
(−)

decay

length. The transverse distancedxy (Ds) of the B 0
s

(−)
decay vertex (D±

s origin vertex) to
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Decay Sim. Triggered Rec. Events Rec. Events
Channel Events Events for 10 fb−1

(All) (Triggered) (Triggered)
B0

s → D−
s a+

1 98 450 27 118 5 254 3 074
B0

d → D+
s a−1 50 000 13 546 1 074 < 1 903

B0
d → D−a+

1 50 000 7 006 27 20
B0

s → D∗−
s a+

1 100 000 27 088 666 805

Table 6.7: Number of events for the differentB0
q-decay data samples as obtained from the event

selection process. The trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) is applied in
column four and five (triggered). The number of reconstructed events for an integrated
luminosity of 10 fb−1 is calculated using the cross section as given in Table 4.1.

the D±
s decay vertex is in the order of the errorσ(dxy(Ds)) as shown in Figure 6.22.

Therefore, no cut is applied to the transverse decay length of theD±
s meson.

6.3 Event Yield Expected

6.3.1 Signal and Exclusive Background Decay Channels

The number ofB 0
s

(−)
candidates expected for each of the fourB0

q-decay channels is summa-
rized in Table 6.7. The decay channel is listed in the first column of the table. The second
column shows the number of fully simulated events of each data sample. The number
of triggered events which are events passing theLVL1MU06+LVL2DsPhiPi(RoI) trigger
condition is presented in column three for all events and in column four for events passing
the selection cuts. Scaling the number of reconstructed andtriggered events with the ap-
propriate cross section of eachB0

q-decay channel leads to the number of events expected

for an integrated luminosity of 10 fb−1 given in the last column.
Figure 6.23 shows an overlay of the invariant mass spectra for triggered and recon-

structedB 0
s

(−)
events of allB0

q-decay channels. In order to be able to analyze the shape of
the background contribution, the tight mass cut (6.28) is not applied. For the contribu-
tion of theB0

d → D+
s a−1 data sample, the upper limit on theB0

d → D+
s a−1 branching ratio

is used (see Section 4.3.1). The distribution of the invariant massmfit(KKππππ) of the
B0

s → D∗−
s a+

1 data sample is shifted systematically to smaller values. This is caused by

the D∗
s → Dsπ0/γ decay. Both theπ0 and theγ are missing in theB 0

s
(−)

reconstruction,
which leads to missing momentum and thus to the observed massshift.

6.3.2 Inclusive Background

The limited number of combinatorial background events doesnot allow to give a reason-
able estimate of the signal to background ratio. Even enhancing the number of inclusive
background events by using the additional inclusive background data samplesbb̄→ µ4X



104 6. Offline Analysis

) [MeV]ππππ(KKfitm
5000 5200 5400 5600 5800

 / 
10

 M
eV

 
−

1
E

ve
nt

s 
fo

r 
1 

fb

0

10

20

30

40

50
1asD→sB

1asD→dB

1*asD→sB

1Da→dB

Figure 6.23: Invariant mass distributions for signal and exclusive background channels using the
trigger conditionLVL1MU06+LVL2DsPhiPi(RoI). For theB0

d → D+
s a−1 channel, the

current upper limit of the branching ratioB0
s → D−

s a+
1 is used.

andcc̄→ µ4X does not lead to a reasonable estimate.
Three events of thebb̄ → µ6X data sample (242 150 events) pass the selection cuts

including theLVL1MU06+LVL2DsPhiPi(RoI) trigger condition, but none of the available
events of thebb̄ → µ4X (98 450 events) andcc̄ → µ4X (44 250 events) data samples.
None of the three reconstructed events contain either a signal event nor an event of an
exclusive background decay chain. The selection of these three events is based on random
combinations of tracks mimicking a signal decay.

However, the statistics of only three events does not allow areliable estimate of the
background contribution. Therefore, it needs to be determined with real data. For this
purpose, the shape of the background contribution in the invariant mass spectrum outside
the signal region has to be analyzed. If the background contribution is found to be too
large with the presented cut values applied, some cuts will need to be tightened. This
has the disadvantage that the number of signal events is reduced as well. The statistical
significanceS (see Section 7.2) which has to be maximized is

S ∝ S√
S+B

(6.31)

with the number of signal (S) and background (B) events.
Two strategies are useful to reduce the fraction of combinatorial background events.

The first strategy limits the number of reconstructedρ anda±1 mesons per event by e.g.
increasing the minimum required trackpT of tracks in search fora±1 candidates. This

reduces the number of track sextuplets, which are probed to contain aB 0
s

(−)
decay topology.
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pT Rec. Events Rec. Events Rec. Events Rec. Events Rec. Events
B0

s → D−
s a+

1 B0
d → D+

s a−1 B0
d → D−a+

1 B0
s → D∗−

s a+
1 bb̄→ µ6X

[MeV] [%] [%] [%] [%] [Events]
> 500 100 100 100 100 3
> 750 85.0± 0.5 82.0+1.1

−1.2 81.5+6.6
−8.0 74.3± 1.7 1

> 1 000 70.2± 0.6 65.6+1.4
−1.5 59.3+8.9

−9.4 57.8± 1.9 0

> 1 250 58.2± 0.7 52.0± 1.5 59.3+8.9
−9.4 47.0± 1.9 0

> 1 500 48.6± 0.7 42.5± 1.5 59.3+8.9
−9.4 39.7± 1.9 0

Table 6.8: Percentage of triggered events passing the selection cuts by varying the trackpT cut
used in the search fora±1 candidates. The default cut value ispT >500 MeV. Because
of the small fraction of inclusive background events passing the selection cuts, the
number of events is given instead in the case ofbb̄→ µ6X.

The second strategy reduces the number ofB 0
s

(−)
candidates by tightening the cuts applied to

track sextuplets passing theB 0
s

(−)
vertex fit. The most promising adjustments of selection cut

values are discussed in the following paragraphs in the sameorder as they are explained
during the selection procedure.

Minimum Track pT of Pions from a±1 Meson Decay

The combinatorial background contribution is expected to be larger in the lowpT region,
because the number of reconstructed tracks rapidly decreases with increasing transverse
momentum. Therefore, the large number of reconstructeda±1 candidates per event is
reduced by increasing the transverse track momentum cut of presentlypT > 500 MeV
((6.13) and (6.18)) which is used in the search fora±1 candidates.

The number of events passing the selection cuts for different pT cut values is presented
in Table 6.8 for theB0

q-decay channels as well as for thebb̄→ µ6X decay channel. By
using apT cut value of 1 GeV, no event from thebb̄ → µ6X data sample passes the
selection cuts anymore. In order to estimate the expected reduction factor for the inclusive
background decay sample as well, the number of entries whichare analyzed is increased

by using track sextuplets passing theχ2 cut (6.24) of the vertex fit instead of usingB 0
s

(−)

candidates. Figure 6.24(a) shows the expected reduction factor both for signal (B0
s →

D−
s a+

1 , truth matched candidates) and inclusive background (bb̄→ µ6X) events including
statistical errors. For a minimum transverse momentum ofpT >1.5 GeV(77.9+2.4

−2.6) % of
the track sextuplets of thebb̄→ µ6X data sample are rejected while only a reduction of
(51.0± 0.6) % is observed for the truth matched sextuplets of the signal sample.

Minimum Reconstructed Proper Time of B 0
s

(−)
Meson

The probability that a fakeB 0
s

(−)
candidate is reconstructed, decreases rapidly with increas-

ing the minimum lifetime required. Therefore, an increase of the minimum proper time
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Figure 6.24: Reduction of the number of track sextuplets passing theχ2 cut (6.24) with increasing
the minimum reconstructedpT required for the three tracks in the search fora±1
mesons (a) and with increasing the minimum proper lifetimeτ (B0

s) (b) required.
The entries for theB0

s → D−
s a+

1 data sample are truth matched, whereas the entries
of thebb̄→ µ6X sample are due to random combination of tracks.

cut τ (B0
s) of B 0

s
(−)

candidates reduces the combinatorial background contribution as shown
in Figure 6.14.

The expected reduction for different cut values applied toτ (B0
s) is summarized in Ta-

ble 6.9 for events from the signal, the exclusive backgroundand the inclusive background
(bb̄→ µ6X) data samples. By applying a proper lifetime cut ofτ (B0

s) ≥0.5 ps, no event
from thebb̄→ µ6X data sample passes the selection cuts. The small number of inclusive
background events passing the selection cuts does not give areasonable estimate of the
reduction of thebb̄→ µ6X data sample. Therefore, the reduction of signal events as well

as forbb̄→ µ6X events is estimated using the track sextuplets passing theB 0
s

(−)
vertex fit

cut (6.24) as presented in Figure 6.24(b).
The reduction of the inclusive background contribution by raising the minimum re-

quired proper timeτ (B0
s) is larger than the reduction which is reached by the increased

trackpT cut as described in the previous section, e.g. the fraction of track sextuplets of the
signal decay passing a cut ofτ (B0

s)≥0.5 ps is (94.8± 0.3) %, whereas only(53.8+ 7.7
−77.9) %

of track sextuplets of thebb̄→ µ6X data sample are accepted.

Cuts onB 0
s

(−)
and D±

s Decay Length Significances

The decay length significancesdSig
xy (B0

s) anddSig
xy (Ds) are defined as

dSig
xy (B0

s) =
dxy(B0

s)

σdxy(B0
s)

and dSig
xy (Ds) =

dxy(Ds)

σdxy(Ds)
, (6.32)

with the transverse decay lengthdxy and its errorσdxy.
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τ (B0
s) Rec. Events Rec. Events Rec. Events Rec. Events Rec. Events

B0
s → D−

s a+
1 B0

d → D+
s a−1 B0

d → D−a+
1 B0

s → D∗−
s a+

1 bb̄→ µ6X
[ps] [%] [%] [%] [%] [Events]
≥ 0.4 100 100 100 100 3
≥ 0.5 94.7± 0.3 91.6+0.8

−0.9 92.6+4.0
−6.1 89.2± 1.2 0

≥ 0.6 88.5± 0.4 83.4+1.1
−1.2 88.9+5.1

−6.9 79.7+1.5
−1.6 0

≥ 0.7 83.3± 0.5 76.3± 1.3 81.5+6.5
−8.0 72.9± 1.7 0

≥ 0.8 78.4± 0.6 70.9± 1.4 77.8+7.1
−8.4 65.5+1.8

−1.9 0

≥ 0.9 73.2± 0.6 66.3+1.4
−1.5 74.1+7.6

−8.7 58.7± 1.9 0
≥ 1.0 69.0± 0.6 61.5± 1.5 70.4+8.0

−9.0 54.1± 1.9 0
≥ 1.1 64.9± 0.7 56.8± 1.5 66.7+8.4

−9.2 50.5± 1.9 0
≥ 1.2 61.3± 0.7 52.2± 1.5 59.3+8.9

−9.3 46.5± 1.9 0
≥ 1.3 57.1± 0.7 49.3± 1.5 55.6+9.1

−9.3 43.1± 1.9 0
≥ 1.4 53.5± 0.7 45.6± 1.5 51.9+9.2

−9.3 40.4± 1.9 0

Table 6.9: Percentage of triggered events passing the selection cuts by varying theτ (B0
s) cut.

The default cut value isτ (B0
s) >0.4 ps. Because of the small fraction of inclusive

background events passing the selection cuts, the number ofevents is given instead in
the case ofbb̄→ µ6X.

During the offline selection procedure, the transverse decay length ofdxy(B0
s) is only

required to be positive. No tighter cut on theB 0
s

(−)
decay length significance or a cut on

theD±
s decay length significance are considered as already discussed (see Section 6.1.6).

However, such a cut would efficiently reduce the combinatorial background contribution
as presented in Figure 6.25(a). The percentage of triggeredevents passing the selection
cuts for theB0

q-decay channels is given in Table 6.10(a) as well as the number of events
for thebb̄→ µ6X data sample.

With a similar signal reduction, the reduction of combinatorial background by using a
cut applied todSig

xy (Ds) is smaller than fordSig
xy (B0

s) as can be verified using Table 6.10(b)
and Figure 6.25(b).

Concluding Comments

The methods described above reduce the inclusive background contribution much more
than the signal contribution. Therefore, they are suitableto suppress efficiently the in-
clusive background contribution with the disadvantage of reducing the number of signal
events as well.

The background contribution needs to be determined with real data. In the case that
the background contribution is found to be too large, the most suitable strategy is raising
the proper time cut. Using cuts on decay length significancesrequires a detailed study
of systematic effects on the proper lifetime distribution and are therefore not the favored
strategy.

Raising thepT cut on tracks in search fora±1 candidates could also be suitable with
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dSig
xy (B0

s) Rec. Events Rec. Events Rec. Events Rec. Events Rec. Events
B0

s → D−
s a+

1 B0
d → D+

s a−1 B0
d → D−a+

1 B0
s → D∗−

s a+
1 bb̄→ µ6X

[%] [%] [%] [%]
0 100 100 100 100 3
2 99.96+0.02

−0.04 100.0+0.0
−0.1 100.0+0

−4.0 99.4+0.3
−0.4 2

4 97.2± 0.2 95.1+0.6
−0.7 85.2+5.9

−7.5 91.9+1.0
−1.1 0

6 90.4± 0.4 84.4± 1.1 77.8+7.1
−8.4 79.3+1.5

−1.6 0
8 82.1± 0.5 74.4± 1.3 74.1+7.6

−8.7 67.0± 1.8 0
10 74.6± 0.6 67.6± 1.4 66.7+8.4

−9.2 57.7± 1.9 0
12 67.4 +0.6

−0.7 60.1± 1.5 63.0+8.7
−9.3 50.2± 1.9 0

(a)

dSig
xy (Ds) Rec. Events Rec. Events Rec. Events Rec. Events Rec. Events

B0
s → D−

s a+
1 B0

d → D+
s a−1 B0

d → D−a+
1 B0

s → D∗−
s a+

1 bb̄→ µ6X
[%] [%] [%] [%]

no cut 100 100 100 100 3
-2 99.2± 0.1 99.6+0.3

−0.2 92.6+4.0
−6.1 98.2+0.5

−0.6 3
-1 96.2± 0.3 94.1± 0.7 88.9+5.1

−6.9 94.4+0.8
−0.9 2

0 87.5+0.4
−0.5 84.9± 1.1 81.5+6.6

−8.0 84.5± 1.4 1

1 72.2± 0.6 68.1± 1.4 63.0+8.7
−9.3 70.7+1.7

−1.8 0
2 54.4± 0.6 52.0± 1.5 48.1+9.3

−9.2 56.2± 1.9 0
3 41.2± 0.7 38.7± 1.5 37.0+9.2

−8.7 39.2± 1.9 0

(b)

Table 6.10:Percentage of triggered events passing the selection cuts by applying a cut ondSig
xy (B0

s)

(a) anddSig
xy (Ds) (b). Because of the small fraction of inclusive background events

passing the selection cuts, the number of events is given instead in the case ofbb̄→
µ6X.

the drawback of a larger rejection of signal events than of varying the cut on the proper
time. At higher luminosities, aB0

s meson reconstruction algorithm need to be introduced
for further rate reduction at the EF stage. In that case, the cut applied to the tracks from
thea1 decay may probably be larger than the default value ofpT > 500 MeV applied in
the offline event selection procedure. Therefore, if such a kind of cut already needs to be
applied in the trigger selection, a better signal to noise ratio with the drawback of a non
negligible reduction of signal events is expected.

In addition to the three discussed cuts, two more types of cuts could be varied in order
to improve the signal over background ratio. Tighter mass cuts around theρ anda±1 meson
masses could be applied, which also reduces the number of reconstructeda±1 candidates

per event and therefore the number of acceptedB 0
s

(−)
candidates, too. Furthermore, the

angular cuts are set to a fixed cut value. Since the opening angle of two tracks in a
decay depends on the Lorentz boost of the mother particle andtherefore on the transverse
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Figure 6.25: Reduction of the number of track sextuplets passing theχ2 cut (6.24) with increasing
the transverse decay length significancesdSig

xy (B0
s) (a) anddSig

xy (Ds) (b). The entries
for theB0

s → D−
s a+

1 data sample are truth matched, whereas the entries of thebb̄→
µ6X sample are due to random combination of tracks.

momentum of the reconstructed tracks, all angular cuts could also be madepT dependent.
The introduction of such apT dependent cut would require a detailed study to exclude
systematic effects.

Since the background reduction obtained by the cuts described in the previous sec-
tion already efficiently reduces the background contribution, the expected gain of these
additional cuts are not studied in detail.

6.4 Flavor Tagging

The flavor tagging ofB0
s mesons uses a Soft Muon Tagger as introduced in detail in Sec-

tion 3.4. A flavor tag is provided by the charge of the muon withthe largest reconstructed
transverse momentum. The tagging algorithm used is theBFlavourTagger [151] inte-
grated in theBphys package within the software framework Athena (release 12).

This tagging algorithm provides access to a user-specified muon container and selects
the reconstructed muon with the largest transverse momentum as the tagging muon. For
the purpose of this thesis, the muon containerStacoMuonCollection [85] is chosen.

The transverse momentum spectrum of all muons obtained fromthe MC truth infor-
mation is shown in Figure 6.26(a), separately for positively and negatively charged muons.
The step in the distribution is due to a muon cut ofpT(µ) >6 GeV applied during the event
generation process. The majority of muons with very low transverse momenta originate
from the detector simulation process including kaons and pions decaying in flight, which
can be validated by comparing this figure with thepT0(µ) distribution from the MC truth
information obtained from the event generation process (see Figure 5.2(a)). ThepT spec-
trum of reconstructed muons is shown in Figure 6.26(b). The low transverse momentum
region is suppressed, since the reconstruction efficiency is very low forpT(µ) . 4 GeV.
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Figure 6.26: Transverse momentum spectrum of muons from the MC truth information (a) and
from reconstructed muons (b) obtained from theB0

s → D−
s a+

1 data sample.
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Figure 6.27: Transverse momentum spectrum of the muon with the highestpT (a,c) and number of
muons per event (b,d). The upper plots are obtained from the MC truth information,
whereas the lower plots contain reconstructed muons.

The transverse momentum spectrum of the tagging muon is presented in Figure 6.27.
The mean transverse momentum is larger for thebb̄ → µ6X data sample than for the
signal sample. This is caused by theDsPhiPi trigger condition the events have to pass.
This systematically favorsbb̄ → µ6X events, which contain a large number of tracks,
since the probability to pass theDsPhiPi trigger condition is higher for events with a
large number of tracks (cf. Section 6.1.3). Consequently, these events have on average
a larger overall amount of transverse energy, which leads tothe observed difference in
the transverse momentum spectrum. This effect is confirmed by analyzing the number
of muons per event, which is also larger for thebb̄ → µ6X data sample. On average,
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Figure 6.28: Pseudorapidity distribution of all reconstructed muons oftheB0
s → D−

s a+
1 data sam-

ple. The low reconstruction efficiencies aroundη ∼ 0 andη ∼±1 are caused by the
geometric detector acceptance and support structures.

∼ 1.2 muons are reconstructed out of 3.50±0.01 muons for theB0
s → D−

s a+
1 sample and

4.39±0.03 muons for thebb̄ → µ6X sample per event. Most of the non reconstructed
muons have low transverse momenta or originate from a regionnot close to the primary
vertex as explained above. The pseudorapidity distribution of all reconstructed muons is
shown in Figure 6.28.

None of the samples are generated taking effects of neutralB0
q meson mixing into ac-

count. In order to estimate a realistic wrong tag fraction including the oscillation process,
theBFlavourTagger provides the possibility to simulate this process by using the MC
truth information. Effects of the mixing are introduced by analyzing the ancestors of the
tagging muon. In the case, that aB0

q meson is found, the flavor of the muon is swapped
by using the time-integrated mixing probability (see e.g. [1])

χq =

∫ ∣∣gq,−(t)
∣∣2dt

∫ ∣∣gq,−(t)
∣∣2dt+

∫ ∣∣gq,+(t)
∣∣2dt

=
x2

q +y2
q

2(x2
q+1)

(6.33)

using definition (1.39) for
∣∣gq,±(t)

∣∣2. The mixing parameterxq and the asymmetryyq

have been defined in Equation (1.32). The quantityχq is also expressed by the fraction of
Branching Ratios (BR) ofB0

q meson decays as

χq =
BR(B0

q → B̄0
q → µ−X)

BR(B0
q → µ±X)

. (6.34)

The values forB0
d andB0

s mesons are [1]

χd = 0.188±0.003 and χs = 0.49924±0.00003. (6.35)

The results for the tagging efficiencyεtag as well as for the wrong tag fraction are
presented in Table 6.11. The wrong tag fraction is given bothwithout (column five) and
with (column six) artificially introducedB0

q meson mixing.
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Channel Type Fraction Efficiency Wrong Tag Wrong Tag
of Events εtag Fraction [%] Fraction [%]

[%] [%] (no mixing) (mixing)

B0
s → D−

s a+
1 All 100 95.93± 0.06 11.74+0.11

−0.10 21.05± 0.13
Triggered 27.54± 0.14 98.55± 0.07 14.74± 0.22 23.91± 0.26

Selected 5.33± 0.07 98.46+0.16
−0.18 14.94+0.50

−0.49 23.72± 0.60

B0
d → D+

s a−1 All 100 95.95± 0.09 11.40+0.15
−0.14 21.31± 0.19

Triggered 27.49± 0.20 98.55± 0.10 14.53± 0.30 24.47± 0.37

Selected. 2.14+0.07
−0.06 98.42+0.35

−0.41 14.57+1.11
−1.06 24.88+1.35

−1.31

B0
d → D−a+

1 All 100 96.02± 0.09 11.39+0.15
−0.14 21.04± 0.19

Triggered 14.01+0.16
−0.15 98.63+0.13

−0.14 18.48+0.47
−0.46 26.64± 0.53

Selected 0.05± 0.01 96.30+2.64
−5.08 42.31+9.53

−9.16 50.00± 9.45

B0
s → D∗−

s a+
1 All 100 95.96± 0.06 11.60± 0.10 21.14± 0.13

Triggered 27.09± 0.14 98.58± 0.07 15.37± 0.22 24.75± 0.26

Selected 0.67± 0.03 98.07+0.49
−0.58 18.06+1.53

−1.47 24.89+1.71
−1.66

bb̄→ µ6X All 100 96.47± 0.04 49.97± 0.10 49.87± 0.10

Triggered 3.21± 0.04 98.53+0.13
−0.14 50.70± 0.57 50.87± 0.57

bb̄→ µ4X All 100 92.28+0.08
−0.09 49.91± 0.17 50.14± 0.17

Triggered 1.50± 0.04 98.78+0.26
−0.31 48.59± 1.31 49.49± 1.31

cc̄→ µ4X All 100 92.07± 0.13 50.42± 0.25 50.49± 0.25

Triggered 1.95± 0.07 98.26+0.41
−0.48 47.82+1.72

−1.71 47.47+1.72
−1.71

Table 6.11:Tagging efficiencies and wrong tag fractions for the different decay channels, pre-
sented for three different analysis stages: all simulated events, all events passing the
trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) and events passing the selection
cuts. For the inclusive background decay channels, no numbers for events passing the
selection cuts (‘selected’) are given due to too little statistics. The errors are statistical
only.

For each of the data samples, the tagging efficiency and wrongtag fraction are ana-
lyzed for three different types of event selection. The firstrow contains the results for all
generated events and the second row is showing results for events passing the trigger con-
dition LVL1MU06+LVL2DsPhiPi(RoI) (triggered). The results in the third row are made
from triggered events passing theB0

s selection cuts (selected). For each data sample, the
fraction of triggered as well as of selected events w.r.t. all events are also given.

A tagging efficiency of∼ 96 % for all B0
q decay channels is achieved, because each

simulated event contains a muon withpT0(µ) >6 GeV. The tagging efficiency is some-
what larger for thebb̄ → µ6X data sample due to the higher average transverse mo-
mentum of the tagging muon. For the same reason, the tagging efficiency is smaller for
thebb̄→ µ4X andcc̄→ µ4X data samples. Applying the trigger conditionLVL1MU06+
LVL2DsPhiPi(RoI) increases the tagging efficiency for all samples toεtag∼ 98.5 %. No
change in the tagging efficiency is observed for events passing the selection cuts.
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The observed wrong tag fraction increases by about 3 % for triggered events w.r.t.
all events generated. As theDsPhiPi trigger condition applies a cut of 1.4 GeV to all
reconstructed track candidates, the averagepT of B0

s mesons of triggered events increases.
This leads to the observed difference of the wrong tag fraction, because the wrong tag
fraction is known to increase with larger transverse momentum of theB0

s meson [125].
For the inclusive background decay channels, a wrong tag fraction of 50 % is observed as
expected.

The wrong tag fraction for signal events passing the selection cuts is computed to
(23.72± 0.60) % includingB0

q meson mixing. The wrong tag fraction for selectedB0
d →

D−a+
1 events is larger, because the fraction of events with a truthmatchedB0

s candidate
is only (52± 9) %. The non-truth matched events have at least one track exchanged
with one track from the remaining reconstructed tracks which may swap the flavor of the

selectedB 0
s

(−)
candidate. For the same reason, the wrong tag fraction of theB0

s → D∗−
s a+

1
decay channel is also increased compared to the wrong tag fraction of the signal sample.
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7

Prospects to Determine∆ms

This chapter presents the prospects to determine the oscillation frequency∆ms by apply-
ing a fit to a likelihood function, which is described in the first section. In the second
section, the amplitude fit method is introduced, which is used to obtain limits. The ex-
pected measurement limits as well as the expected accuracies of the measurement for
different luminosities are presented. This includes the evaluation of systematic effects on
the measurement. The chapter closes with an analysis of pileup effects.

7.1 Likelihood Function

The determination of theB0
s oscillation frequency∆ms uses a likelihood function, which

is introduced in this section.
The probability density functionPmix(t0), that an initialB0

q (B̄0
q) meson (q = d,s)

decays as āB0
q (B0

q) meson at a proper timet0 after its creation, has already been given
in Equation (1.41). The second probability density function Punmix(t0) in this Equation
implies that theB0

q (B̄0
q) meson decays asB0

q (B̄0
q) conserving their flavor. Both probability

density functions are written as

Pq(t0,µ0) =
Γ2

q−
(

∆Γq
2

)2

2Γq
·e−Γq·t0 ·

(
cosh

∆Γq · t0
2

+ µ0 ·cos(∆mq · t0)
)

(7.1)

by introducing the parameterµ0 ∈ {−1,+1} with

Pq(t0,−1) = Pmix(t0) and Pq(t0,+1) = Punmix(t0) . (7.2)

Proper Time Resolution

The proper timet0 given in Equation (7.1) cannot be measured directly with theexperi-
mental apparatus and is diluted to a reconstructed timetrecby experimental effects. There-
fore, the probabilityPq(t0,µ0) has to be convoluted with the detector resolution function
Resq(trec|t0), resulting in

qq(trec,µ0) =
1

Nq

∞∫

0

Pq(t0,µ0) ·Resq(trec|t0)dt0 , (7.3)

115
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Figure 7.1: Proper time resolutiontrec− t0 obtained from theB0
s → D−

s a+
1 data sample. The distri-

bution is fitted (red dashed line) with a sum of two Gaussian functions with the same
means. The two coarser dashed lines (green dashed lines) show the two Gaussian
functions separately.

using the normalization constant

Nq =

∞∫

tmin




∞∫

0

Pq(t
′,µ0) ·Resq(trec|t0)dt ′



dt . (7.4)

The minimum proper timetmin = 0.4 ps corresponds to the proper time cut (6.25) applied

during theB 0
s

(−)
selection procedure. This resolution function cannot directly be measured

with real data (see Section 7.6.9). Therefore, the effects on the analysis have to be ana-
lyzed in detail and will be attributed systematic errors.

The detector resolution of selectedB 0
s

(−)
candidates obtained from the simulatedB0

s →
D−

s a+
1 data sample is presented in Figure 7.1 showing the proper time resolutiontrec−

t0. The distribution is parametrized with a sum of a double-Gaussian function. Both
Gaussians have the same meantµ . The parametrization reproduces the observed shape
well. The choice to use this parametrization has the advantage, that the convolution (7.3)
of the resolution function

Resq(trec|t0) =
f1

σ1
√

2π
·e

−
((trec−t0)−tµ )2

2σ2
1 +

1− f1
σ2

√
2π

·e
−

((trec−t0)−tµ )2

2σ2
2 (7.5)

with the probability density functionPq(t0,µ0) can be computed analytically, which is
faster than using numerical methods. The parameters obtained from a fit to theB0

s →
D−

s a+
1 data sample are shown in Table 7.1.

Wrong Tag Fraction

The wrong tag fraction is another effect which has to be takeninto account. The flavor of
aB0

q meson is tagged by a flavor tagger. This leads to a certain percentage of events which
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Parameter Value
Meantµ ( 6.3± 1.4 ) fs
Fraction f1 ( 58.9± 5.5 ) %
Sigmaσ1 ( 71.3± 3.6 ) fs
Sigmaσ2 ( 147.9± 6.6 ) fs

Table 7.1: Parameters of the resolution function Resq(trec|t0) as obtained from a fit to theB0
s →

D−
s a+

1 data sample.

are wrongly tagged. The wrong tag fractionωq has been analyzed for each data sample
in the last chapter. Therefore, the experimentally observed probability density function
becomes

q̃q(trec,µ) = (1−ωq) ·qq(trec,µ)+ωq ·qq(trec,−µ) . (7.6)

Here, the parameterµ0 is replaced byµ in order to indicate that the flavor tag is deter-
mined by a flavor tagger with an associated wrong tag fractionωq.

Combinatorial Background

In addition to the contributions ofB0
d andB0

s meson decays, the data sample of real detec-
tor data also contains a combinatorial background contribution, which does not oscillate.
The probability density function of such a contribution decreases with time according to
an exponential decay. Since the mixing probability (µ0 = −1) is equal to zero for the
combinatorial background, the probabilityPcb(t,µ0 = ±1) is written as

Pcb(t,µ0) =
Γcb

2
·e−Γcbt · [1+ µ0] , (7.7)

using the decay timeΓcb and setting the values of∆ms and∆Γs in Equation (7.1) to zero.
However, the wrong tag fraction due to random combination oftracks isωcb = 50 %,
since a random combination of tracks is uncorrelated w.r.t.a flavor tag. This leads to a
significant observed mixing probability. Adding a wrong tagfraction to this probability
density function results in

q̃cb(t,µ) =
Γcb

2
·e−Γcbt · [1+ µ0(1−2 ·ωcb)] , (7.8)

with the factorD = (1−2 ·ω) commonly known as the dilution factor.

Construction of the Likelihood Function

Each of the three distributionsqq′ (q′ = d,s,cb) previously described need to be consid-
ered with its fractionfq′ on the total sample. Therefore, the complete probability density
function becomes

pdf(trec,µ) = ∑
q′=s,d,cb

fq′ · q̃q′(trec,µ) , (7.9)
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(b) D = 0.319± 0.021
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(c) D = 0.167± 0.022
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(d) D = 0.101± 0.014

Figure 7.2: Effects diluting the true proper time distribution for∆mgen
s = 17.77 ps−1 and an inte-

grated luminosity ofLint = 10 fb−1 (see Section 7.4). The first plot (a) shows the true
proper time distribution in the case of mixed events. The true proper time distribution
is diluted successively by the proper time resolution of theexperimental apparatus (b),
by adding a wrong tag fraction (c) and by adding background events (d). The plots
are produced using ISBsFitter introduced in Section 7.3.

The fraction of each contribution has to be determined experimentally by fitting shape
templates to the corresponding measured invariant mass spectra.

In order to increase the available event statistics, different decay channels are com-
bined by computing a probability density function pdfk(trec,µ) for each channelk. In
particular, the decay channelsB0

s → D−
s π+ andB0

s → D−
s a+

1 will be combined to deter-
mine theB0

s oscillation frequency∆ms.

By multiplying the probability density functions for each event and for each decay
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channel, the likelihood for the total sample is obtained as

L(∆ms,∆Γs) =
Nch

∏
k=1

Nk
ev

∏
i=1

pdfk(trec,i,µi) , (7.10)

with Nk
ev denoting the number of events for decay channelk.

This likelihood function is a function of the parameters∆ms and∆Γs as well as of
parameters measured for each event, which are in particularthe reconstructed proper time
and the flavor tag with its associated wrong tag fraction. Theremaining parameters like
∆md and the decay timesΓq are taken from reference tables [1]. The value for∆Γs is set to
zero per default until explicitly stated. Since∆Γs could be sizable (see Section 1.3.5), the
effect on the measurement is determined in Section 7.6.6. Bymaximizing the likelihood
function, the value of∆ms is determined.

The influence of the different experimental effects is summarized in Figure 7.2 show-
ing the proper time distribution diluted by different detector effects. The true proper time
distribution considering no experimental effects for events flagged as mixed shows a clean
oscillation signal. This signal is diluted by the limited proper time resolution of the detec-
tor, corresponding to a dilution factor ofD = (31.9±2.1) %. The dilution is determined
by fitting the distributions with the empirical function

f = A ·e− t
τ · (1−D ·cos(∆ms · t)) . (7.11)

By adding a realistic wrong tag fraction ofω = 23.72 % for theB0
s → D−

s a+
1 data sample,

ω = 22.3 % in the case ofB0
s → D−

s π+ [125] andω = 50 % for the expected inclusive
background contributions, this dilution worsens toD = (10.1±1.4) %.

7.2 Amplitude Fit Method

The amplitude fit method, based on a likelihood, is used to obtain sensitivity limits, since
a naive maximum likelihood fit fails to provide reasonable confidence levels [152]. For
this method, an additional amplitude factorA is added in Equation (7.1), leading to

Pq(t0,µ0) =
Γ2

q−
(

∆Γq
2

)2

2Γq
·e−Γq·t0 ·

(
cosh

∆Γq · t0
2

+A·µ0cos(∆mq · t0)
)

(7.12)

Consequently, the likelihood given in Equation (7.10) is modified toL(∆ms,∆Γs,A). In-
stead of fitting for the value of∆ms directly, the amplitudeA is now determined for
different fixed values of∆ms by minimizing the modified negative logarithmic likelihood
(log-likelihood) and fixing all other parameters. This procedure provides the fitted ampli-
tudeA as well as its statistical errorσA for a given∆ms value.

Essentially, the amplitude corresponds to a normalized Fourier amplitude. In the re-
gion far off from the real value of∆ms, the amplitude is equal to zero, whereas the am-
plitude is one for the real value of∆ms. Therefore, in a diagram showing the probed∆ms

values vs. the the fitted amplitude, the correct∆ms value shows up as a peak.
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Obtaining Limits

The determination of the oscillation frequency∆ms described above is difficult, because
with growing values of∆ms, the statistical errorσA of the amplitude fit increases as well,
mainly due to the finite proper time resolution of the experimental apparatus.

Using the amplitude fit method, the 5σ Confidence Level (CL) limit is defined as the
value of∆ms, for which

σA = 1/5 . (7.13)

A 95 % CL is defined similarly to

σA = 1/1.645. (7.14)

Whereas the 5σ CL limit is also referred to as the 5σ measurement limit, the 95 % CL is
also called the 95 % sensitivity of the measurement. Both limits are derived later in this
chapter.

Statistical Significance

The expected significanceS of an oscillating signal corresponding to a value∆ms has
been derived by [152] to

S ≈ S√
S+B

·
√

εtag·D2

2
·e−(∆ms·σt)

2/2 , (7.15)

with the number of selected signal eventsS, the number of background eventsB, the
dilution factorD = (1−2 ·ω), and the tagging efficiencyεtag. The quantityS decreases
rapidly with worsening proper time resolutionσt .

7.3 Program ISBsFitter

The Monte Carlo program ISBsFitter (Innsbruck SiegenB0
s Fitter) is used to determine

the prospects of measuring the oscillation frequency∆ms. It consists of two parts. The
first part generates events, which resemble real data as muchas possible. The output
data stored contain only values which are also available in real data. The required in-
put parameters as described in the next section are obtainedfrom distributions of the full
detector simulation process (see Chapter 6). In the second part of the program, the nega-
tive logarithmic likelihood (log-likelihood), which is computed from the data of the events
simulated in the first part, is minimized. An amplitude fit as well as a direct log-likelihood
fit for ∆ms are available.

Making use of the event generation performed in the first partof the program has the
advantage that input parameters can easily be changed without depending on the time con-
suming full detector simulation process. These are in particular the oscillation frequency
∆ms as well as the total number of events simulated.

Within the context of this thesis, a modular version of ISBsFitter has been imple-
mented using the programming language C++. It is based on a version developed by the
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Figure 7.3: Distribution of thegT0 factor vs. the true proper timet0 of selectedB0
s candidates

(a) and true proper time distribution of selectedB0
s candidates (b). The proper time

distribution is fitted with an exponential decay function. Both Figures are obtained
from theB0

s → D−
s a+

1 data sample.

group at the University of Innsbruck, written in the programming language FORTRAN.
The complete functionality of the FORTRAN version has been transferred to C++ and
extended.

The two parts of the program are explained in more detail in the following sections,
starting with the event generation.

7.3.1 Event Generation

The event generation process aims at generating events as similar as possible to real data.
For each event, the generation process starts with two independent input parameters, the
true proper timet0 and the trueg-factorgT0. The latter is a kind of boost factor defined
by

gT0 =
m(B0

s)

c· pT0(B0
s)

, (7.16)

using the nominalB0
s meson massm(B0

s), its transverse momentumpT0 (B0
s), and the

speed of lightc. The event selection process does not introduce a correlation between
both variables as verified in Figure 7.3(a), which shows a two-dimensional histogram of
thegT0 factor and the proper timet0.

The true proper time is generated at random according to an exponential decay. The
proper time distribution of selectedB0

s candidates obtained from theB0
s → D−

s a+
1 channel

is shown in Figure 7.3(b). The fitted mean life time agrees with the generated value of
τ = 1.611 ps.

The truegT0 factor distribution of selectedB0
s candidates is given in Figure 7.4(a).

However, the properties of this histogram are not used as an input distribution. A fit to
the pT0 (B0

s) distribution of Figure 7.4(b) is taken instead, because the shape of thepT0
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Figure 7.4: The plot on the left (a) shows the truegT0 factor distribution, which is calculated from
the truepT0 distribution presented in the right plot (b). Both distributions are obtained
for theB0

s → D−
s a+

1 decay channel.

Parameter Value

p0
T0 ( 24.07± 0.47 ) GeV

p1 ( 20.51± 0.25 ) GeV
Aexp ( 1141± 83 ) GeV
λ1 ( 0.0728± 0.0025 ) GeV−1

f2 ( 0.14± 0.26 ) %
λ2 ( 0.0092± 0.0121 ) GeV−1

.

Table 7.2: Parameters of thepT0 (B0
s) distribution as obtained from a fit to theB0

s → D−
s a+

1 data
sample.

(B0
s) distribution can be described more easily. ThepT0(B0

s) distribution is parametrized
by a parabola function in the lowpT0 region crossing over into a sum of two exponential
functions atp0

T0 as defined by

f (pT0) =

{
p0 · (pT0− p1)

2+ p2) for pT0 < p0
T0

Aexp·
(

e−λ1·pT0 + f2 ·e−λ2·pT0

)
for pT0 ≥ p0

T0
, (7.17)

with f2 ≥ 0. Two parameters (p0, p2) are determined by the condition that the function
has to be continuous and continuously differentiable atp0

T0. The second exponential term
( f2,λ2) is needed in order to describe the highpT region. Without considering this term,
this region, which corresponds to the lowgT0 part, is underestimated. The parameters,
obtained by the fit for theB0

s → D−
s a+

1 decay channel, are given in Table 7.2.
From the valuest0 andgT0 generated for each event, the true decay lengthdxy0 is

calculated as
dxy0 = t0/gT0 . (7.18)
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Figure 7.6: Error of the transverse decay lengthσ(dxy) (a) for theB0
s → D−

s a+
1 decay channel

obtained from the vertex fit procedure. The decay length resolution (b) has an RMS
of ( 0.161± 0.001 ) mm.

In the next step, the detector effects are taken into account. The generated valuedxy0

is diluted using

dxy = dxy0 +σ(dxy) · (µdxy+σdxy·Ω) , (7.19)

with Ω denoting a random number according to a Gaussian distribution with a sigma
equal to one. The meanµdxy and sigmaσdxy parameters are taken from a fit of a Gaussian
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Figure 7.7: Fractional resolutions of thegT factor (a) and of the transverse momentumpT0 (b) for
theB0

s → D−
s a+

1 decay channel.

function to the pull distribution

dxy−dxy0

σ(dxy)
= µdxy+σdxy·Ω (7.20)

of the transverse decay length. The distribution obtained from the fully simulated data
of the B0

s → D−
s a+

1 decay channel is shown in Figure 7.5. This figure also shows the
distribution of the errorσ(dxy) of the transverse decay length, which is used to generate a
σ(dxy) value at random in (7.19). Therefore, theσ(dxy) distribution is parametrized with
a Gaussian function going into an exponential decay function atσ0

dxy
. In order to improve

the reproduction of the observedσ(dxy) distribution, two Gaussian functions are added.
The result of the fit is presented in Figure 7.6(a), the resolution obtained for the decay
lengthdxy in Figure 7.6(b). Since theσdxy values are computed by the vertex procedure,
the MCσ(dxy) distribution will have to be compared to theσ(dxy) distribution measured
in real data from the detector.

For the next step, the fractional resolution of thegT factor,

gT −gT0

gT0
= µgT +σgT ·Ω (7.21)

is used to smear the generatedgT0 value as defined by

gT = gT0 · (1+ µgT +σgT ·Ω) . (7.22)

The fractional resolution of thegT factor obtained from theB0
s → D−

s a+
1 data sample is

fitted with a Gaussian shape as shown in Figure 7.7. The diluted valuesdxy andgT are
used to compute the reconstructed proper time as

trec= dxy ·gT . (7.23)

For each event, the four variablestrec, gT , σdxy and the flavor tagµ are saved. These
variables are passed to the log-likelihood fit described in the next section.
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Parameter B0
d Meson B0

s Meson
Massm [GeV] 5279.4 5367.5
Mean lifeτ [ps] 1.530 1.466
∆m [ps−1] 0.507 see text
∆Γ/Γ 0 0

Table 7.3: Nominal parameters of theB0
d and B0

s mesons. The values are used as input to the
ISBsFitter event generation process.

Likelihood Fit

The second part of the ISBsFitter program provides the log-likelihood fit as described
previously in this chapter (see Section 7.1). It reads the variables generated for each event
by the first part of the program. The amplitude fit method as well as a direct log-likelihood
fit of ∆ms are available. The negative log-likelihood is minimized using the Minuit [153]
interface provided by ROOT [144]. The statistical errorσx (one standard-deviation) on a
variablex as determined by a log-likelihood fit is defined as the difference

σx = |xmin−xσ1,2| (7.24)

with xmin denoting the positionx at the minimum log-likelihoodLmin. The two positions
xσ1,2 are defined via

log(L(xσ1,2))− log(Lmin) = 0.5 . (7.25)

MINUIT provides theMIGRAD andHESSE [153] algorithms to determine the standard
deviation for the varied parameters of the log-likelihood function. Since these algorithms
are based on the second derivative of the log-likelihood, the errors obtained are symmet-
rical. In order to obtain non-symmetrical errors, the program ISBsFitter contains a search
algorithm for the determination ofxσ1,2.

7.4 Determination of the∆ms Sensitivity

Channel B0
s → D−

s a+
1

For all results presented in the following, the program ISBsFitter is used. The numbers of
B0

s candidates for the different data samples obtained as described in the previous chapter
are used as the input of the ISBsFitter event generation part. TheB0

s candidates are re-
quired to pass the trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) and have a flavor tag
assigned. Since the limited number of combinatorial background events does not allow to
give a reliable estimate for this background contribution (see Section 6.3.2), the number
of background events is set to the same number as the signal event contribution follow-
ing a former study [133] based on an inclusive background sample of 1.1 million events.
This assumption is supported by a similar CDF analysis [66] showing a reasonably low
background level. The dependence of the measurement sensitivity on the background
contribution is discussed in Section 7.6.5.
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Luminosity 5σ CL Limit 95 % CL Sensitivity
Lint [fb−1] [ps−1] [ps−1]

2 12.36± 0.04 23.36± 0.03
3 14.51± 0.03 25.04± 0.03
5 16.97± 0.03 27.10± 0.02

10 20.55± 0.02 29.71± 0.01
15 22.46± 0.01 31.09± 0.01
20 23.69± 0.01 32.03± 0.01
30 25.35± 0.01 33.30± 0.01
40 26.51± 0.01 34.20± 0.01

Table 7.4: Expected∆ms measurement limits in dependence of the integrated luminosity Lint. An
integrated luminosity of 10 fb−1 corresponds to a data taking period of one year at
an instantaneous luminosity of 1033 cm−2s−1. The values are given for both decay
channelsB0

s → D−
s a+

1 andB0
s → D−

s π+ combined. The errors given are statistical only.

For the event generation process, a specific value for the oscillation frequency∆mgen
s

has to be chosen. In order to obtain limits using the amplitude fit method, a value of
∆mgen

s = 100 ps−1 is chosen, which is sufficiently larger than can be determined with the
expected detector resolution. This ensures, that the actual amplitudeA is equal to zero in
the∆ms region probed. Therefore, any amplitude value found to be non-zero is caused by
statistical fluctuations. The parameters of theB0

q mesons which are used as input for the
ISBsFitter program are summarized in Table 7.3.

The result of the amplitude fit for an integrated luminosity of Lint = 10 fb−1, cor-
responding to a data taking period of about one year at an instantaneous luminosity of
1033 cm−2s−1, is presented in Figure 7.8. Plot (a) shows the fitted amplitude valueA with
its statistical error vs. different values of∆ms. The yellow band indicates the 1.645σA de-
viation from the central value of the amplitude fitted. The dashed line is equal to a value
of 1.645σA, which increases for larger values of∆ms. The∆ms value corresponding to
1.645σA = 1 (∆ms = 24.1 ps−1) defines the 95 % CL sensitivity (see Equation (7.14)).
For ∆ms values above this sensitivity, the error on the amplitude becomes large enough
that the amplitude is consistent with both, zero and one. Thedependence of the sig-
nificanceS = 1/σA on different values of∆ms probed is presented in Figure 7.8(b).
A 5σ CL limit of 13.9 ps−1 is obtained, which is below the measured CDF value of
∆mmeas

s = 17.77 ps−1 (cf. Section 1.3.4). The dependence of the 95 % CL sensitivity as
well as of the 5σ CL limit on the integrated luminosity is shown in Figure 7.9(a). With
an integrated luminosity of 30 fb−1, this 5σ CL limit increases to 19.1 ps−1, which is just
above∆mmeas

s .

Combination with B0
s → D−

s π+

As the 5σ limit reaches the measured value∆mmeas
s only for an integrated luminosity

& 30 fb−1, the events of the decay channelB0
s → D−

s a+
1 will be combined with events

of the B0
s → D−

s π+ decay channel in order to increase the available event statistics by
a factor of about two. The additional channel is separately taken into account in the
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Figure 7.8: Result of the amplitude fit for an integrated luminosity ofLint = 10 fb−1 for the
B0

s → D−
s a+

1 decay channel. TheB0
s oscillation amplitude (a) is overlayed by a dashed

line corresponding to 1.645σstat. The right hand side plot (b) shows the significance,
defined as 1/σstat, as a function of∆ms.

likelihood function, see (7.10). In order to estimate limits for the combination of both
channels, the input parameters needed for the ISBsFitter program of theB0

s → D−
s π+

channel are taken from [125]. The result is presented in Figure 7.10. For an integrated
luminosity of 10 fb−1 the 95 % CL sensitivity increases to 29.7 ps−1. The 5σ CL limit
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Figure 7.9: Dependence of the 95 % CL sensitivity and the 5σ CL limit on the integrated lumi-
nosity for theB0

s →D−
s a+

1 decay channel (a) and for a combination of theB0
s →D−

s a+
1

andB0
s → D−

s π+ decay channels (b). The horizontal line at∆mmeas
s = 17.77 ps−1 cor-

responds to the value measured by CDF [66]. The statistical errors are smaller than
the dot size.

of 20.6 ps−1 is above the measured CDF value of∆mmeas
s = 17.77 ps−1.

For this case, the dependence of the expected∆ms limits on the integrated luminosity
is presented in Figure 7.9(b). The dashed line corresponds to ∆mmeas

s . The 5σ CL limit
intersects this line at an integrated luminosity of approximately 6 fb−1. A summary of the
measurement limits obtained is given in Table 7.4.

7.5 Direct Likelihood Fit

Since in the case of the two decay channelsB0
s → D−

s a+
1 andB0

s → D−
s π+ combined,

the 5σ CL limit for an integrated luminosity ofLint = 10 fb−1 exceeds the currently
measured value∆mmeas

s = 17.77 ps−1, the expected measurement accuracy for a direct
likelihood fit for ∆ms is determined in this section. If not stated otherwise explicitly, the
∆ms value chosen for the ISBsFitter event generation used for the direct likelihood fits is
∆mgen

s = 17.77 ps−1.

7.5.1 Statistical Error

An estimate of the measurement precision by minimizing the log-likelihood is provided
by a direct likelihood fit. The log-likelihood difference

∆ log(L∞) = log(L(∞))− log(L(∆ms)) (7.26)

is presented in Figure 7.11(a) for an integrated luminosityof 10 fb−1. The average log-
likelihood value expected can be derived [152] from the amplitudeA and its errorσA



7.5 Direct Likelihood Fit 129

 ]−1 [pssm∆
5 10 15 20 25 30 35

A
m

pl
itu

de

−5

−4

−3

−2

−1

0

1

2

3

4

5

 ]−1 [pssm∆
5 10 15 20 25 30 35

A
m

pl
itu

de

−5

−4

−3

−2

−1

0

1

2

3

4

5
statσ ±Data 

statσ1.645 

statσ 1.645 ±Data 
−195% CL sensitivity = 29.7 ps

ISBsFitter

(a)

 ]−1 [pss m∆
5 10 15 20 25 30 35

S
ig

ni
fic

an
ce

0

1

2

3

4

5

6

7

8

9

10

95 % CL sensitivity

 signalσ> 5

−195 % CL sensitivity : 29.7 ps 
−1 limit : 20.6 ps σ5

ISBsFitter

(b)

Figure 7.10: Result of the amplitude fit for an integrated luminosity ofLint = 10 fb−1 and a com-
bination of theB0

s → D−
s a+

1 andB0
s → D−

s π+ decay channels. TheB0
s oscillation

amplitude (a) is overlayed by a dashed line corresponding to1.645σstat. The right
hand side plot (b) shows the significance, defined as 1/σstat, as a function of∆ms.
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using the amplitude fit method in the Gaussian approximationby

∆ log(L∞(∆ms)) =

(
1
2
−A

)
1

σ2
A

. (7.27)

In the case that the frequency probed corresponds to the trueoscillation frequency (mixing
case) the amplitude is equal to one, whereas far off from it the amplitude is zero (non-
mixing case). The expected average log-likelihood is therefore given by

∆ log(Linf(∆ms))
(mixed) = −1

2 · 1
σ2
A

and

∆ log(Linf(∆ms))
(non−mixed) = +1

2 · 1
σ2
A

.
(7.28)

These differences are plotted as thin lines (red) in Figure 7.11(a). The dip in the log-
likelihood obtained at∆mgen

s = 17.77 ps−1 is clearly visible and the minimum is approx-
imately at∆ log(Linf(∆ms)) = −1

2 · 1
σ2
A

.

A zoom plot showing the log-likelihood behavior in a narrow∆ms region around the
minimum is presented in Figure 7.11(b). Here the log-likelihood log(Lmin) is set to the
minimum in the region considered. The vertical solid line denotes the∆ms value at the
minimum (∆mfit

s ), whereas the∆ms values at which the log-likelihood intersects the hori-
zontal solid line defines one standard deviation, marked by the vertical dashed lines. The

result of the log-likelihood fit∆mfit
s = 17.79+0.08

−0.07 ps−1 reproduces the∆mgen
s value set in

the event generation process well.
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Figure 7.12: Distribution (a) of the statistical error of the fitted value∆mfit
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each with an integrated luminosity of 10 fb−1 and∆mgen
s set to 17.77 ps−1. Mean

values of such distributions are plotted in the right hand side plot (b) for different
values of the integrated luminosity and for three differentvalues of∆mgen

s . Each
of the data points is obtained from 1 000 independent experiments simulated with
Lint = 10 fb−1 each.

In order to estimate the statistical error expected for∆mfit
s , the event generating and

fitting procedures are repeated 10 000 times, each time with adifferent random seed. This
corresponds to 10 000 experiments, each with an integrated luminosity of 10 fb−1. The
distribution of the errorsσ(∆mfit

s ) obtained from the log-likelihood fits is presented in
Figure 7.12(a). The average statistical errorσ(∆mfit

s ) is (69.8±0.1) fs−1 with an RMS
of (13.5±0.1) fs−1. The dependence of the fitted mean (with its corresponding error) of
the statistical errorσ(∆mfit

s ) on the integrated luminosity is given in Figure 7.12(b). With
an integrated luminosity of& 5 fb−1, the mean of the statistical error is expected to be
less than 0.1 ps−1.

7.6 Evaluation of Systematic Effects

The analysis in this thesis presents the prospects for measuring the oscillation frequency
∆ms and does not contain results from real data. Therefore, systematic effects on the anal-
ysis results have to be separated into uncertainties which mainly affect the significance of
the∆ms determination and uncertainties which impact the∆mfit

s value fitted.
The first kind of effects changes the composition and properties of the events expected,

which results in an impact on the 5σ CL measurement limit. In the following list, possible
contributions, which are investigated in detail in the nextsections, are summarized.

◦ Luminosity determination

◦ Trigger selection
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◦ Flavor tagging

◦ Sample composition

◦ Decay width difference∆Γs

◦ Proper time resolution

◦ Effects of pileup

◦ Offline selection cuts

The second kind of effects is based on uncertainties of assumptions in the log-likelihood
fit as well as on detector effects biasing the determination of ∆ms. In addition, systematic
effects caused by the choice of the random seed are investigated.

The following parameters are either taken from previous measurements or from MC
simulations and are set to fixed values in the log-likelihoodfit. They are varied in order
to estimate the contributions to the systematic uncertainty on∆mfit

s .

◦ Decay width difference∆Γs

◦ Lifetimes ofB0
d andB0

s mesons as well as of combinatorial background

◦ Oscillation frequency∆md

◦ Proper time resolution

◦ Relative fraction of channels

◦ Wrong tag fractions

All effects mentioned in both lists are discussed in detail in the following sub-sections.

7.6.1 Random Seed

For the direct likelihood fit, the dependence of the∆mfit
s value on the integrated luminosity

is presented in Figure 7.13. For integrated luminosities upto 50 fb−1 no systematic effect
on the∆mfit

s value fitted is observed using a sample generated with the default random
seed in ISBsFitter.

7.6.2 Luminosity Determination

This analysis does not depend on the precise knowledge of theintegrated luminosity.
However, an uncertainty in the determination of the luminosity changes the number of
events which are available for the analysis. The change in the statistical significance can
be estimated by scaling the integrated luminosity presented in Figure 7.9(b).

In the start-up phase, the luminosity will be determined using machine measurements.
The uncertainty in the luminosity determination is estimated to 20-30 %. However, the
relative uncertainty in the integrated luminosity is expected to be 5 % after calibration runs
[154]. By varying the integrated luminosity of 10 fb−1 by±5 %, the 5σ CL measurement
limit of 20.55 ps−1 changes by±0.23 ps−1.
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Figure 7.13: Dependence of the∆mfit
s value on the integrated luminosity for the default random

seed used in the ISBsFitter event generation. The dashed line corresponds to the
value∆mgen

s = 17.77 ps−1.

7.6.3 Trigger Selection

Trigger effects are separated into the knowledge about the trigger efficiencies and system-
atic effects affecting event kinematics. The trigger efficiencies mainly affect the number
of events available for the analysis and are accounted for byscaling the integrated lu-
minosity accordingly. Therefore, a precise determinationof the trigger efficiency is not
crucial for this analysis, but it should be maximized for thesignal events. No statisti-
cally significant differences due to the trigger selection affecting the∆ms determination
are found.

An important systematic effect would be introduced, if the muon trigger efficiencies
were different for negatively and positively charged muons. This possible charge asym-
metry in the muon trigger efficiency needs to be evaluated using real data. In order to
measure this effect, a calibration channel providing two muons with opposite charge like
the decay channelB+ → J/ψ K+ followed byJ/ψ → µ+µ− could be used with a single
muon trigger condition applied [125]. This would mainly effect the wrong tag fractions
as described in the next paragraph.

7.6.4 Flavor Tagging and Wrong Tag Fraction

The efficiency of the flavor tagger also affects the number of events available for the anal-
ysis. Corresponding effects are treated in the same way as trigger efficiencies by scaling
the luminosity, since no differences in the event kinematicis found due to requiring a
flavor tag.

The wrong tag fraction has been determined to (23.72±0.60) % (see Table 6.11) for
the B0

s → D−
s a+

1 data sample. By varying the wrong tag fraction used in the ISBsFitter
event generation process, the sensitivity changes as presented in Figure 7.14. Plot (a)
shows the 95 % CL sensitivity as well as the 5σ CL limit obtained for an integrated
luminosity of 10 fb−1. Here, the different wrong tag fractions used in the event generation
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Figure 7.14: Dependence of the∆ms 95 % CL sensitivity and the 5σ CL limit on different wrong
tag fractions applied in the event generation process for anintegrated luminosity of
10 fb−1. In plot (a) the default wrong tag fractions of the differentdecay channels
are scaled relatively (nominal scaling value 100 %), whereas the wrong tag fractions
are set to equal absolute values in plot (b).

process for the different decay channels are scaled, with the default values corresponding
to 100 %. By varying the wrong tag fractions by±2.5 %, corresponding to one standard
deviation, the 5σ CL limit for an integrated luminosity of 10 fb−1 changes by±0.20 ps−1.

In order to analyze the dependence on the absolute values of the wrong tag fractions,
the wrong tag fractions for the different channels in the ISBsFitter event generation pro-
cess are set to the same absolute value. The result is presented in Figure 7.14(b). For an
integrated luminosity of 10 fb−1 and a wrong tag fraction of& 29 %, the 5σ CL limit
drops below∆mmeas

s .
However, the flavor tagger will be calibrated using the decaychannelB+ → J/ψ (→

µ+µ−)K+ [82]. This channel has a large cross section and events will be triggered using
a di-muon trigger. In about 13.5 % of the events, an additional third muon is expected
to be available to study flavor tagging. The expected statistical error on the wrong tag
fraction for an integrated luminosity of 1 fb−1 is estimated to 0.1 % [125].

7.6.5 Sample Composition

Combinatorial Background

By default, the number of combinatorial background events is set equal to the number of
signal events (see Section 6.3.2). The dependence of the limits expected on the combina-
torial background contribution is shown in Figure 7.15(a).If the background contribution
is a factor of& 2.65 larger than the signal contribution, the 5σ CL limit is expected to
drop below∆mmeas

s for an integrated luminosity of 10 fb−1. In the limit of negligible
combinatorial background contribution, the 5σ CL limit would increase by 2.65 ps−1 to
23.2 ps−1.
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Figure 7.15: Dependence of the∆ms limits on the level of different background contributions for
an integrated luminosity of 10 fb−1. The number of combinatorial background (a)
and exclusive background decay (b) events are scaled by the given factor. The default
number of events corresponds to a scaling factor of one.

However, the limited number of combinatorial background events observed in this
study does not allow to give a reliable estimate of the combinatorial background contri-
bution. Nevertheless, in case three events as found in this study will be observed, the
background contribution would need to be suppressed by a factor of about 200. This
could be realized by e.g. raising the proper time cut (6.25) to τ (B0

s) ∼ 1.2 ps (see Fig-
ure 6.24(b)). Tightening this cut reduces the number of signal events to about 60 % (see
Table 6.9). According to Figure 7.9 The 5σ CL limit would drop to∼ 17 ps−1 if the
luminosity is scaled accordingly.

About 65 % additional integrated luminosity would be neededto compensate such a
large background contribution.

Once real data is available, the ratio of signal and inclusive background fractions has
to be determined and the event selection needs to be optimized accordingly. Especially
in the case of a large background contribution, some selection cuts need to be adjusted as
described in Section 6.3.2.

Exclusive Background Contributions

For the estimation of the exclusive background decay channels’ contributions, the num-
bers of exclusive background events are scaled similarly for the combinatorial background
contribution. The result is presented in Figure 7.15(b).

In the limit of a negligible number of exclusive background events the 5σ CL limit
would increase to 21.3 ps−1. Furthermore, if the exclusive background contribution would
be underestimated by a factor of about seven, the 5σ CL limit will still be in the region
of ∆mmeas

s .
However, for the estimation of the exclusive background contribution, the current

upper limit of theB0
d → D+

s a−1 branching ratio is used as a conservative estimate. As
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Figure 7.16: The ∆ms 95 % CL sensitivity and the 5σ CL limit as a function of∆Γs/Γs for an
integrated luminosity of 10 fb−1.

discussed in Section 4.3.1, this branching ratio could be two orders of magnitudes smaller.
The effect on the measurement limits is small. For an integrated luminosity of 10 fb−1 the
5σ CL limit increases from 20.6 ps−1 to 20.9 ps−1. On the other hand, even if the number
of events from this exclusive background channel is factor of ten larger than expected, the
5σ CL limit decreases only to 19.7 ps−1, which is well above the measured value∆mmeas

s .

7.6.6 Decay Width Difference∆Γs

TheB0
s lifetime difference∆Γs is set to zero by default. Since the relative lifetime differ-

ence∆Γs/Γs could be sizable (see 1.3.5), the dependence of the sensitivity on ∆Γs/Γs is
shown in Figure 7.16 for an integrated luminosity of 10 fb−1. No sizable effect is seen up
to ∆Γs/Γs ∼30 %.

7.6.7 Selection Cuts

In order to search for systematic effects caused by the offline selection cuts, the following
cuts applied toB0

s meson candidates are varied in the event selection algorithm presented
in Section 6.1.6.

◦ The proper time cut (6.25) ofτ (KKππππ) > 400 fs is varied by±150 fs, which
corresponds to the widthσ2 of the proper time resolution function (7.5).

◦ The decay length cut (6.26) ofdxy(KKππππ) > 0 mm is varied by± 161 µm,
which corresponds to the RMS of the resolution as given in Figure 7.6(b).

◦ The transverse momentum cut (6.27) ofpT(KKππππ) > 10.0 GeV is varied by
± 315 MeV, which corresponds to the RMS of the resolutionpT(KKππππ)−
pT0(B0

s).

The input parameters for ISBsFitter are compared to the default set for each of the three
cut variations mentioned. No statistically significant deviations are found. Therefore, no
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Figure 7.17: Normalized reconstructed transverse momentum spectrum (a) andη distribution (b)
of all reconstructed tracks overlayed for the sample including effects of pileup (red,
dashed line) and without (black, solid line).

systematic uncertainty on∆ms has been attributed.

7.6.8 Effects of Pileup

Effects of pileup are divided into detector-induced pileupeffects and minimum-bias in-
teractions. The former describes an effect based on the necessarily slow readout of some
detector components. Since the bunch-crossing rate at the LHC is 25 ns, some interesting
events could be hidden due to particles, which are produced in other bunch-crossings.

Furthermore, actually more than onepp interaction per bunch-crossing take place. At
the design luminosity of 1034 cm−2s−1, an average of about 23 minimum-bias interactions
per event is expected and about 2.3 interactions at a luminosity of 1033 cm−2s−1. These
interactions are mainly softer, which means, the transverse momentum transfer is small
compared to the main hard scattering process.

For this study, the Grid-produced part of theB0
s → D−

s a+
1 data sample has been re-

reconstructed adding effects of pileup to the output of the detector simulation (‘pileup
sample’).

Since the main part of the events are expected to be recorded at the luminosity of
1033 cm−2s−1, on average 2.3 minimum bias events are superimposed for each signal
event. In addition, 2.0 cavern background events are added and detector-pileup effects as
well as calorimeter noise are included. A total number of 48 750 events are available for
this study.

Since the number of particles is larger in the pileup sample,the number of recon-
structed tracks is also expected to be larger. Actually, theaverage number of recon-
structed charged tracks increases from 47.95± 0.13 (no pileup) to 91.98± 0.40 (pileup).
The pT andη distributions of all reconstructed tracks are presented inFigure 7.17. As
expected, thepT spectrum of the reconstructed tracks is softer and theη distribution is
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wider. The softerpT spectrum is also reflected in the average number of charged tracks
with pT > 1.5 GeV. This number increases by about 32 % from 15.47± 0.04 (no pileup)
to 20.46± 0.08 (pileup).

The trigger efficiency of the trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) using
the trigger simulation increases from (27.54± 0.14) % (no pileup) to (31.86± 0.21) %
(pileup). This effect is mainly caused by the larger number of Region of Interests per
event for the pileup sample. However, the efficiency of the trigger signatures applied
at the LVL1 stage also increases. The efficiency for theLVL1MU06 trigger signature (see
Table 5.5) increases to (90.46± 0.13) %, the efficiency for theLVL1JT04 trigger signature
to (99.86± 0.02) %.

The result of the flavor tagging study is presented in Table 7.5. The tagging efficiency
increases for the sample including effects of pileup. This is caused by the larger average
number of muons available in the MC truth information, whichis 3.95± 0.02 (pileup)
compared to 3.50± 0.01 (no pileup). This leads to an increase of reconstructedmuons
available for the flavor tagger. The average muon number is 1.489± 0.007.

For triggered events, the tagging efficiency for the pileup sample is somewhat smaller
compared to the sample without pileup. This can be explainedby the larger trigger effi-
ciency for the pileup sample, which probably contains more trigger fakes induced by ef-
fects of pileup. The muon reconstruction algorithm used forthe flavor tagger reconstructs
the properties of muons more precisely than the algorithms used at the LVL1 stage, which
results in a larger fake rate at the LVL1 stage. The combined efficiency of triggered and
tagged events is still larger for the sample including pileup.

Compared to theB0
s → D−

s a+
1 data sample without pileup, the wrong tag fractions ap-

pear to be slightly larger for selectedB0
s candidates of the pileup sample, but the statistical

errors are too large to conclude significant differences.
There is no statistically significant difference found in the overall efficiency of se-

lectedB0
s candidates. The value of (5.23± 0.10) % agrees well with the value of (5.33±

0.07) % obtained from theB0
s → D−

s a+
1 sample without pileup. This means, that the of-

fline selection procedure including the reconstruction algorithms is able to cope with the
additional tracks introduced by pileup. However, the signal over background ratio could
be worse in the case of pileup.

In order to compare how introducing effects of pileup has an impact on the event
selection, the two invariant mass distributions ofDs andB0

s candidates are presented in
Figure 7.18. No significant differences are found. Also, thevalues for the resolutions
obtained for truth matched candidates agree within statistical errors.

7.6.9 Proper Time Resolution

The proper time resolution is obtained using a full MC simulation of the detector. In
order to measure the oscillation frequency∆ms, the proper time resolution is the important
quantity. The proper decay time is calculated using the transverse decay lengthdxy (B0

s)
and the transverse momentumpT (B0

s) of the reconstructedB0
s meson candidate as given

in (7.16) and (7.18).
This resolution could be degraded by many detector effects,like e.g. misalignment,

degraded tracking and vertexing performances and defect read-out channels. A detailed
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Figure 7.18: Normalized invariant mass distribution ofDs (a) andB0
s (b) meson candidates over-

layed for the sample including effects of pileup (red, dashed line) and without (black,
solid line). For the corresponding mass distributions forDs andB0

s candidates with-
out effects of pileup refer to Figure 6.7(b) and 6.17(a), respectively.

Type Fraction Efficiency Wrong Tag Wrong Tag
of Events εtag Fraction [%] Fraction [%]

[%] [%] (no mixing) (mixing)

All 100 96.95± 0.08 12.72± 0.15 21.62± 0.19
Triggered 31.86± 0.21 97.93+0.11

−0.12 15.28± 0.29 24.88± 0.35

Reconstr. 5.23± 0.10 97.73+0.28
−0.31 15.64+0.74

−0.72 24.95+0.87
−0.80

Table 7.5: Comparison of tagging efficiencies and wrong tag fractions for theB0
s →D−

s a+
1 sample

including effects of pileup, presented for three differentanalysis stages: all simulated
events, all events passing the trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) and
events passing the selection cuts. The results obtained without effects of pileup are
presented in Table 6.11.

study of these effects goes beyond the scope of this thesis. Therefore, the influence of de-
tector effects on the 95 % CL sensitivity and the 5σ CL limit is investigated by modifying
the proper time resolution.

By varying the widths of the proper time resolution for the different decay channels,
the expected change in the 95 % CL sensitivity as well in the 5σ CL limit is presented in
Figure 7.19 for an integrated luminosity of 10 fb−1. Here, the default values correspond
to 100 %. For a 15 % worse proper time resolution, the 5σ CL limit drops below∆mmeas

s
for an integrated luminosity of 10 fb−1.

However, the values for the proper time resolution need to beconfirmed using real
data. This will be done by comparing the error ondxy (B0

s) obtained from the vertex fit
procedure with the values form the full MC simulation. Together with an estimation of the
transverse momenta of the decay particles, the proper time resolution will be calculated
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Figure 7.19: The ∆ms 95 % CL sensitivity and the 5σ CL limit for an integrated luminosity of
10 fb−1. The default proper time resolutions of the different decaychannels are
scaled relatively, with a nominal scaling value of 100 %.

and compared with the simulated resolution.

Transverse Decay Length Shift

An important systematic effect on∆ms in the direct likelihood fit would be introduced, if
the reconstructed value of the transverse decay lengthdxy(B0

s) is shifted systematically to
larger or smaller values. Such an effect is quantified by the ISBsFitter input variableµdxy,
which is the mean of the pull distribution as presented in Figure 7.5.

Figure 7.20(a) shows the dependence of the fitted value of∆mfit
s on differentµdxy

values. The contribution to the systematic error on∆mfit
s is estimated by varyingµdxy

within three sigmas of the obtained mean value to+0.0162
−0.0172 ps−1.

Furthermore, the effect on the 5σ CL limit is negligible within the variation.

Transverse Momentum andgT Factor Shift

Another important systematic error on∆mfit
s would be introduced, if the reconstructed

pT (B0
s) value is also shifted systematically to larger or smaller values.

In the ISBsFitter program, such a systematic error is considered by the fractional
resolution of thegT factor. This factor is converted from the reconstructed transverse
momentum (see Equation (7.16)). A systematic error on∆ms induced by a such a shift is
estimated to+0.0055

−0.0060ps−1 by varying the mean of the fractional resolution of thegT factor
(see Figure 7.7(a)) within three standard deviations. The effect on the 5σ CL limit is
negligible with this variation.

7.6.10 Parameters Fixed in the Log-Likelihood Fit

The following parameters are set to fixed values in the directlog-likelihood fit and lead
to a contribution to the systematic error of∆mfit

s . Since these parameters are also set to
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Figure 7.20: Dependence of the fitted∆ms value on different values forµdxy (a) andµgT (b) for
an integrated luminosity of 10 fb−1.

fixed values in the ISBsFitter event generation process, theimpact on the 5σ CL mea-
surement limit is also discussed. Parameters, which have a non-negligible effect on the
measurement limit have already been discussed in the previous sections.

Decay Width Difference∆Γs

In order to obtain a systematic uncertainty for∆mfit
s , one set of events has been generated

with the ISBsFitter program for an integrated luminosity of10 fb−1 and for∆Γs/Γs =
20 %. Then, the likelihood fit has been performed using a valueof ∆Γs= 0. The difference
in the value of∆mfit

s obtained leads to a systematic error of+0.0026 ps−1 as presented in
Table 7.6.

Lifetime of the B0
d Meson

The lifetime of theB0
d meson is set in the ISBsFitter event generation to the current world

average ofτd = (1.530±0.009) ps [1]. The difference in the expected measurement limits
obtained by varyingτd by one standard deviation is small compared to the statistical error.
The lifetime of theB0

s meson has been fixed in the direct likelihood fit. A systematicerror
is estimated by varyingτd by one standard deviation to less than±0.0001 ps−1.

Lifetime of the B0
s Meson

The lifetime of theB0
s meson is treated similarly in the ISBsFitter program. A value of

τs = (1.466±0.059) ps [1] is used in the event generation and fixed in the likelihood fit.
The systematic error by changingτd in the likelihood fit by one standard deviation is with
+0.0054
−0.0050 ps−1 larger than for theB0

d meson.
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Lifetime of the Combinatorial Background

The fake lifetime of the combinatorial background contribution is fixed to the lifetime
of the B0

s meson. However, the lifetime of the combinatorial background needs to be
determined with real data. By varying the value fixed in the direct log-likelihood fit by
±10 %, the∆mfit

s value varies by+0.0080
−0.0074 ps−1.

Oscillation Frequency∆md

By modifying the oscillation frequency∆md = (0.507±0.005) ps−1 within one standard
deviation, the change in the 5σ CL limit is determined to be negligible. Furthermore, the
value∆mfit

s of the direct likelihood fit changes at most by±0.0001 ps−1 by varying the
value by one standard deviation.

Proper Time Resolution

In the direct log-likelihood fit, the parameters of the proper time resolution function (7.5),
which have been determined using the full simulation, are set to fixed values. However,
the values for the proper time resolution need to be confirmedusing real data as already
discussed in Section 7.6.9.

In order to estimate a systematic error on the∆mfit
s value obtained by the direct log-

likelihood fit, the width of the proper time resolution function used for the likelihood fit
has been varied by±15 % leading to a systematic error on∆mfit

s of +0.0039
−0.0029 ps−1.

Relative Fraction of Channels

The relative fraction of the signal and background contributions has to be determined
from real data. This will be achieved by fitting mass shape templates for the individual
contributions to the invariant mass spectrum of acceptedB0

s meson candidates including
sidebands. The mass shape templates will be determined using simulated MC events
similar to the analysis performed by the CDF collaboration [66]. Uncertainties in the
shapes as well as of the fitted relative fractions will have tobe studied in detail once
real data is available. In order to estimate a contribution to the systematic error, the
fractions, which are set to fixed values in the direct log-likelihood fit, are varied according
to a Gaussian distribution. Up to a relative change of±20 %, the contribution to the
systematic error on∆mfit

s is less than±0.0001 ps−1.

Wrong Tag Fractions

The wrong tag fractions are also fixed in the default log-likelihood fit. Therefore, the
wrong tag fractions are varied by a relative error of±2.5 % w.r.t. to the default values
(see Table 6.11). The systematic error on∆mfit

s contributed by this effect is±0.001 ps−1.
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Systematic Effect Systematic Error
Contribution [ ps−1]

Transverse decay lengthdxy shift +0.0162 -0.0176
Boost factorgT shift +0.0055 -0.0060
Decay time difference∆Γs +0.0026 –
Lifetime of B0

d meson <+0.0001 <-0.0001
Lifetime of B0

s meson +0.0054 -0.0050
Lifetime of comb. background +0.0080 -0.0074
Oscillation frequency∆md +0.0001 -0.0001
Proper time resolution +0.0039 -0.0029
Relative fraction of channels <+0.0001 <-0.0001
Wrong tag fractionω +0.0009 -0.0009
Total +0.0200 -0.0208

Table 7.6: Summary of systematic errors obtained for the direct log-likelihood fit of∆mfit
s and an

integrated luminosity of 10 fb−1. The different contributions are explained in the text.

7.7 Summary

The systematic effects which have been studied in the context of this thesis have been
described in detail in the previous sections. Two differenttypes of systematic effects are
distinguished.

The first kind of systematic effects has an influence on the 5σ CL measurement limit
as well as on the 95 % CL sensitivity by changing the composition of the generated sam-
ple. The main contributions affecting the measurement limits are given by the fraction
of the background contribution, the proper time resolutionand the wrong tag fraction
of the differentB0

q-decay channels. If the background contribution is found tobe factor
of & 2.65 larger than the signal contribution, the 5σ CL limit is expected to drop below
∆mmeas

s = 17.77 ps−1 for an integrated luminosity of 10 fb−1. In case of such a large back-
ground contribution some selection cuts need to be tightened as discussed in Section 6.3.2.
A good proper time resolution is crucial for this measurement. For an integrated lumi-
nosity of 10 fb−1, the 5σ CL limit also drops below∆mmeas

s for a 15 % degraded proper
time resolution. Within the uncertainties of the determination of the wrong tag fractions
of ±2.5 %, the 5σ CL limit varies by±0.2 ps−1 around the central value of 20.55 ps−1.
No sizable effect induced by∆Γs 6= 0 has been observed up to∆Γs/Γs ∼30 %.

The second kind of systematic effects, which has been studied, shifts the∆mfit
s value

obtained by the direct log-likelihood fit. A summary of the contributions to the total
systematic uncertainty on∆mfit

s is given in Table 7.6. The result is obtained by adding the
different contributions in quadrature. The main contribution is due to an uncertainty in
the transverse decay length shift. For an integrated luminosity of 10 fb−1, the expected
measurement precision for∆mfit

s is

∆mfit
s =

(
xx +0.08

−0.07 (stat.)+0.02
−0.02 (syst.)

)
ps−1 . (7.29)
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However, once real data is available, the distributions andinput quantities obtained in
this MC analysis need to be carefully compared to those from the actual data.
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Summary and Conclusions

In this thesis, the prospects to measure theB0
s oscillation frequency with the ATLAS ex-

periment using the decay channelB0
s →D−

s a+
1 is explored. AB0

s meson oscillates between
its statesB0

s andB̄0
s before it decays. ThisB0

s meson oscillation effect is described in the
Standard Model (SM) particle physics at lowest order via boxdiagrams. An important

test of the SM is to measure the parameter∆ms, which quantifies theB 0
s

(−)
meson oscillation

frequency.
In describing the effects of the weak force, the Cabibbo-Kobayashi-Maskawa matrix

plays an important role. This matrix has to fulfill a unitarity relation, which can be de-
scribed by a Unitarity Triangle in the complex plane. The determination of all sides and
all angles is a major effort in current particle physics. Anyinconsistency found hints
to New Physics beyond the Standard Model. The oscillation parameter∆ms is used to
constrain the length of one side of the Unitarity Triangle.

With the ATLAS experiment, many measurements connected toB-physics are planned.
This comprises e.g. the measurement of the decay width difference∆Γs and the weak
phaseφs using the decay channelB0

s → J/ψ φ by a simultaneous fit of eight parameters.
The mixing frequency∆ms is one of these parameters. Therefore, a∆ms measurement
will provide an important input.

Within the ATLAS collaboration, the two hadronic decay channelsB0
s → D−

s π+ and
B0

s →D−
s a+

1 are utilized to measure the oscillation frequency∆ms. In both decay channels,
theD−

s meson decays viaD−
s →φπ− followed byφ→K+K−. For theB0

s →D−
s a+

1 decay
channel, thea1 meson decays viaa−1 → ρπ−, followed byρ → π+π−.

For the analysis presented here, about 100 000 Monte Carlo events of the decay chan-
nel B0

s → D−
s a+

1 have been produced using a full detector simulation withoutactually
simulatingB0

s oscillations. In order to estimate the contribution of the background de-
cays to the observed signal, a set of three exclusive background decay channels have
been produced, which areB0

d → D+
s a−1 , (50 000 events),B0

d → D−a+
1 (50 000 events) and

B0
s → D∗−

s a+
1 (100 000 events). Furthermore, the inclusive background decay channels

bb̄ → µ6X (242 150 events),bb̄ → µ4X (98 450 events) andcc̄ → µ4X (44 250 events)
are used to estimate the combinatorial background contribution. Baryonic decay channels
are not considered, since a former study showed a negligiblecontribution to the back-
ground.

In the hard collision of the two colliding protons at 14 TeV ab̄-quark pair is pro-
duced, whereas the otherb-quark not participating in theB-Meson decay is utilized for

the trigger and to tag the flavor of the producedB 0
s

(−)
meson. The trigger strategy is based

145
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on a single muon trigger with an adjustable threshold on the muon transverse momentum
pT(µ) between 4 GeV and 10 GeV in all three trigger stages. At the High Level Trigger
stages, a dedicated search for aD−

s → φ(→ K+K−)π− decay (DsPhiPi trigger object)
is performed, either using all track information from the Inner Detector (FullScan) or the
track information limited to a Region of Interest seeded by ajet trigger. The choice de-
pends on the instantaneous luminosity. For the signal channel the LVL1 muon trigger
efficiency is∼ 82 % and decreases to about 31.5 % (FullScan) when aDsPhiPi trigger
object is searched for. The trigger efficiency is about 4 % lower when the Region of In-
terest approach is applied. As the LVL1 jet trigger efficiency (LVL1JT04) is about 98 %,
this difference is mainly caused by the limited reconstruction region for tracks.

Events, which pass the trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) are passed
to the offlineB0

s reconstruction. The offline reconstruction is done by combining recon-
structed tracks and applying invariant mass cuts to intermediate particles of the decay.
In order to suppress the background contributions, openingangles between reconstructed
tracks are limited by upper cuts as well as reconstructed decay vertices are required for
each sub-decay. Mass resolutions of (4.16± 0.04) MeV (φ meson), (17.38± 0.16) MeV
(D−

s meson) and (37.4± 0.6) MeV (B0
s meson) are obtained for the signal decay chan-

nel. A total number of 3 074 signal events passing the triggerand selection cuts are
expected for an integrated luminosity of 10 fb−1. Since the branching ratio of the decay
B0

d → D+
s a−1 has not been measured yet, the current upper limit is used as aconservative

estimate. Therefore, the contribution of this channel to the background is estimated to
be less than about 62 % of the signal events in the invariant mass region of theB0

s. The
B0

s → D∗−
s a+

1 decay channel contributes with about 26 % to the background.In future,
events from theB0

s → D∗−
s a+

1 decay could be considered signal, but this requires a de-
tailed study of this decay channel. The contribution of theB0

d → D−a+
1 decay channel is

less than 1 %. This suppression is caused by the mass difference between theDs andD−

mesons.
The limited number of inclusive background events available does not allow to give

a reasonable estimate of the signal to background ratio. Forthis analysis, a signal to
background ratio equal to one is used, following a former study. However, the contribu-
tion by the inclusive background will be measured with earlydata only. Three strategies
are presented, which are expected to improve the signal to background ratio. The most
promising strategy is to raise the proper time cut applied toreconstructedB0

s candidates.
The second strategy requires a raise of the minimum requiredtransverse momentum of
tracks originating from thea1 decay. The third would include a cut on the transverse
B0

s decay length significance, which is disfavored due to a possible systematic effect in
the proper time. However, all three strategies imply the drawback that a non-negligible
amount of signal is lost.

The flavor of theB0
s meson at the decay time is determined by the charge of the recon-

structedDs meson, whereas theB0
s flavor at production time is tagged by a soft muon tag-

ger, which determines the charge of the muon with largest transverse momentum (hardest
muon) in the event. The large flavor tagging efficiency of about 98 % is caused by al-
ready requiring a muon in the trigger selection. A wrong tag fraction of about 15 % for
the signal decay sample is observed without taking effects of mixing into account. A
realistic wrong tag fraction including these effects is estimated to(23.72±0.60) % for
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Decay Channels 5σ CL Limit 95 % CL sensitivity
[ps−1] [ps−1]

B0
s → D−

s a+
1 13.9 24.1

B0
s → D−

s a+
1 combined withB0

s → D−
s π+ 20.6 29.7

Table 8.1: Expected∆ms measurement limits for an integrated luminosity of 10 fb−1, which
corresponds to a data taking period of one year at an instantaneous luminosity of
1033 cm−2s−1.

the signal decay sample and about 25 % for the two exclusive background decay samples
B0

d → D+
s a−1 andB0

s → D∗−
s a+

1 . The wrong tag fraction of the decay channelB0
d → D−a+

1
is with (50±9) % found to be larger, since about 50 % of selectedB0

d → D−a+
1 events

contain at least one falsely reconstructed track, which mayassign the wrong charge to a
decay particle. As expected, the wrong tag fractions of the inclusive background decay
samples are∼ 50 %.

By applying a single muon trigger, a study using MC truth information showed, that
the main source for the wrong tag fraction in the signal decaysample is due to cascade
decays likeb̄ → c → µ+X, but also muons originating from additionalcc̄-quark pairs
in the event contribute significantly. Each increase of the cut on the hardest muon by
2 GeV leads to a drop in efficiency of about 50 %. The wrong tag fraction simultaneously
improves, but statistically this does not account for the drop in efficiency.

The ∆ms 95 % CL sensitivity and the 5σ CL measurement limit are estimated em-
ploying the amplitude fit method, which uses a likelihood description of the probability
density functions. A modular version of the Monte Carlo program ISBsFitter has been
used to determine measurement limits. For an integrated luminosity of 10 fb−1, the 95 %
CL sensitivity using the decay channelB0

s → D−
s a+

1 is estimated to be 24.1 ps−1, whereas
the obtained 5σ CL measurement limit is 13.9 ps−1. By combining events from the
B0

s → D−
s a+

1 decay channel with events from theB0
s → D−

s π+ decay channel, the 95 %
CL sensitivity increases to 29.7 ps−1. With a 5σ CL measurement limit of 20.6 ps−1

for both decay channels combined, ATLAS is expected to be able to confirm the current
measured value by the CDF collaboration with an integrated luminosity of 10 fb−1. This
results are summarized in Table 8.1.

The main uncertainty in the estimation of the measurement limits is caused by the
uncertainties in the inclusive background contribution, in the proper time resolution and
in the wrong tag fraction. The dependence on∆Γs is small. No sizable effect is seen
up to∆Γs/Γs = 30 %. Furthermore, no significant differences are found by analyzing a
signal sample including effects of pileup. The level of pileup investigated corresponds to
an instantaneous luminosity of 1033 cm−2s−1.

For a measurement of the∆ms value at an integrated luminosity of 10 fb−1, the statis-
tical error is expected to be of the order 0.070 ps, decreasing to 0.040 ps for an integrated
luminosity of 30 fb−1. The systematic error on∆ms is estimated to be±0.02 ps−1 for an
integrating luminosity of 10 fb−1. The main contribution is based on an uncertainty in the
shift of the transverse decay lengthdxy (B0

s).
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A reasonable precision for the∆ms measurement of

∆mfit
s =

(
xx +0.08

−0.07 (stat.)+0.02
−0.02 (syst.)

)
ps−1

for an integrated luminosity of 10 fb−1 will be provided with the ATLAS experiment,
which allows to combine this measurement with the analysis of B0

s → J/ψ φ in a simulta-
neous fit for all parameters of the weak sector of theB0

s-B̄0
s system.

However, once real data will be available, results from the Monte Carlo simulation
need to be compared with real data. In particular, the inclusive background contribution,
which will be measured with early data, but also distributions after trigger selection, for
flavor tagging variables and from the offline event selectionprocedure need to be com-
pared.



A

PYTHIA Settings for the Generation of
Data Samples

All samples used within this thesis are generated using the PYTHIA software program
[136], which is accessed through the PythiaB [137] interface. Both are included in the
ATLAS software framework Athena [134].

The settings applied to PYTHIA and PythiaB can be categorized into general settings
of PYTHIA , which are common for event generation in the ATLASB-physics group and
specific PYTHIA and PythiaB settings applied to each data sample. Both are explained in
the next sections, starting with the general settings.

A.1 PYTHIA Settings Tuned forB-physics

The PYTHIA program includes many parameters, which can be tuned for special purposes.
A lot of assumptions and models are used by PYTHIA . These have to be compared to the
observed characteristics of measured data. No data is available yet at the center-of-mass
energy that is used at the LHC . Therefore, the settings are obtained from an extrapolation
of data taken at lower center of mass energies, especially Tevatron data.

Furthermore, for the purposes of theB-physics group within the ATLAS experiment,
specific parameter tunings are needed, which are applied to all generated samples. These
are explained in the next sections.

PYTHIA 6.4 Underlying Event Tuning

A specific set of parameters, called underlying event tuning, is used [138]. The settings
explicitly set in PYTHIA apart from default values are summarized in Table A.11. This
table provides a short overview of the parameters adjusted during the tuning procedure.
Details about the meaning of the individual parameters are provided in the PYTHIA man-
ual [136].

Additional Settings

In addition to the settings discussed above, the settings summarized in Table A.2 have
been agreed by the ATLASB-physics group and are applied to all generated samples
used within this thesis.

1The settings are included in the fileDC3 PythiaB64UE tune.py of Athena release 12.
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Option Value Default Description
Set Value

mstp(70) 2 1 Regularization scheme for Initial State Radiation (ISR)
for p⊥ → 0 (smooth turn-off atp⊥0 = parp(82))

mstp(72) 0 1 Maximum scale for Final State Radiation (FSR)
dipoles stretched between ISR partons in the new
p⊥-ordered evolution

mstp(81) 21 1 Selects the new Mutiple Interaction (MI) model and
the new treatment of initial- and final-state showers
and beam remnants

mstp(82) 4 4 Structure of MI
mstp(84) 1 1 Switch on ISR in interactions after the first one
mstp(85) 1 1 Switch on FSR in interactions after the first one
mstp(86) 2 2 Requirements on MI based on the hardness scale

of the main process
mstp(87) 4 3 Sea quarks: large-x behavior of the assumed gluon

distribution
mstp(88) 0 1 Strategy for the collapse of a quark-quark-junction

configuration to a di-quark, or a quark-quark-
junction-quark configuration to a baryon, in a beam
remnant

mstp(89) 1 1 Selection of the method for color connections in the
initial state

mstp(90) 1 0 Strategy to compensate the ‘primordialk⊥’ assigned
to a parton shower initiator or beam-remnant parton

mstp(95) 1 1 Selection of the method for color reconnections in
the final state

parp(78) 0.2 0.025 Amount of color reconnection in the final state
parp(80) 0.01 0.1 Suppression of the probability attaching partons, with

colors kicked out from the beam remnants, to the
color lines between two partons which themselves
both lie in the remnant

parp(82) 1.9 2.0 Regularization scalep⊥0 of the transverse-momentum
spectrum for multiple interactions withmstp(82)

parp(83) 0.3 0.5 Parameter for the assumed matter overlap between
the two colliding hadrons

parp(84) 0.5 0.4 Parameter for the assumed matter overlap between
the two colliding hadrons

parp(89) 1800 1800 Reference energy scale for thep⊥,min andp⊥0 values
parp(90) 0.22 0.16 Power of the energy-rescaling term ofp⊥,min andp⊥0

parj(81) 0.14 0.29 Λ value for ‘running’αs

Table A.1: Specific PYTHIA settings which are explicitly set for the event generation by the
ATLAS B-physics group [138].



A.2 Settings Specific to this Thesis 151

Option Value Default Description
Set Value

mstj(22) 2 1 Value affecting the parton decay length scheme
mstj(26) 0 2 No B−B mixing included in decays
parj(13) 0.65 0.75 parj(13) – parj(17) :
parj(14) 0.12 0 parameters that affect the spin of
parj(15) 0.04 0 mesons when formed in fragmentation
parj(16) 0.12 0 or decays
parj(17) 0.20 0
parj(55) -0.006 0.005 Value in the parametrization of

the fragmentation function

Table A.2: These PYTHIA options are in common within the ATLASB-physics group. Details
about the parameters are found in [136].

A.2 Settings Specific to this Thesis

For each dataset in the context of this thesis, specific settings for PYTHIA and PythiaB
are applied. The PYTHIA process menu selection is set to themsel1 option, which selects
QCD jets. The direct generation of heavy flavors in the hard scattering process of the type
gg→ bb̄ by using themsel5 option is not used, though the generation process would be
faster. This mechanism uses mass matrix elements, but it does not describe Tevatron data
well [137]. Therefore all samples make use of themsel1 option.

The common settings, which are applied to the generation of all samples are shown in
Table A.3.

Common Settings for All Samples

Option Setting
PYTHIA release 6.403
PYTHIA process menu msel1 – QCD jets
Structure function CTEQ6L1 – LO with LOαs [155, 156]
Interface to Parton DensityLHAPDF Version 5.2.2 [157]
Functions (PDF)

Tuning PYTHIA 6.4 UE tuning

Table A.3: Common settings which are applied to all generated samples.

Individual Settings for Specific Data Samples

The settings used for the generation of the signal and exclusive background samples are
the same, except for theB0

q decay chain selection. An overview of all settings for the
different datasets is given in Tables A.4 to A.10. There are no differences w.r.t. the event
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Option Setting
Decay channel B0

s → D−
s a+

1
Athena release 12.0.4 (local) + 12.0.5.1 (Grid)
Number of generated events 50 000 (local) + 101 709 (Grid)
Job option file DC3.018701.PythiaBBs Ds PhiPi A1 Signal3.py
Hard scattering cutckin(3) p̂T ≥ 10 GeV
Parametersckin( 9) −3.5
andckin(11)

Parametersckin(10) 3.5
andckin(12)

Cut onb andb̄ quarks pT ≥ 6 GeV and|η | ≤ 2.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 6 GeV
Cuts on all final state particles|η | ≤ 2.5 andpT ≥ 0.5 GeV
from theB0

s decay

Table A.4: Settings applied to theB0
s → D−

s a+
1 decay channel dataset.

generation process between the different Athena versions.The version number is given
only for completeness.

The hard scattering cutckin(3), which limits the range of allowed transverse mo-
mentump̂T values in the hard 2→ 2 processes, witĥpT defined in the rest frame of the
hard interaction, is set tôpT ≥ 10 GeV. The range of the allowed rapidities for the prod-
uct with largest rapidity in a 2→ 2 or a 2→ 1→ 2 process, defined in the center of mass
frame of the event, is set by the parametersckin(9) andckin(10). The product with
smallest rapidity is defined by the parametersckin(11) andckin(12). Within each se-
lected event, at least oneb and oneb̄ quark fulfill a kinematic cut ofpT(b, b̄) ≥ 6 GeV
and

∣∣η (b, b̄)
∣∣≤ 2.5.

All charged final state particles from theB-decay have to fulfillpT ≥ 0.5 GeV and
|η | ≤ 2.5. For the inclusive background channels, noB-decay chain is selected. There-
fore, this cut is disabled in these cases.

The differentckin(3) value applied to the inclusive samples and the other samples
mainly affects the associated cross sections. Since a valueof 6 GeV is used as a consensus
within theB-physics group, additionalB-decay samples are generated, in order to quantify
the effect of differentckin(3) settings. This procedure is described in Section 4.3.
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Option Setting
Decay channel B0

d → D+
s a−1

Number of generated events 50 000 (local)
Athena release 12.0.6
Hard scattering cutckin(3) p̂T ≥ 10 GeV
Parametersckin( 9) andckin(11) −3.5
Parametersckin(10) andckin(12) 3.5
Cut onb andb̄ quarks pT ≥ 6 GeV and|η | ≤ 2.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 6 GeV
Cuts on all final state particles |η | ≤ 2.5 andpT ≥ 0.5 GeV
from theB0

d-decay

Table A.5: Settings applied to theB0
d → D+

s a−1 decay channel dataset.

Option Setting
Decay channel B0

d → D−a+
1

Number of generated events 50 000 (local)
Athena release 12.0.6
Hard scattering cutckin(3) p̂T ≥ 10 GeV
Parametersckin( 9) andckin(11) −3.5
Parametersckin(10) andckin(12) 3.5
Cut onb andb̄ quarks pT ≥ 6 GeV and|η | ≤ 2.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 6 GeV
Cuts on all final state particles |η | ≤ 2.5 andpT ≥ 0.5 GeV
from theB0

d-decay

Table A.6: Settings applied to theB0
d → D−a+

1 decay channel dataset.

Option Setting
Decay channel B0

s → D∗−
s a+

1
Number of generated events 100 000 (local)
Athena release 12.0.6
Hard scattering cutckin(3) p̂T ≥ 10 GeV
Parametersckin( 9) andckin(11) −3.5
Parametersckin(10) andckin(12) 3.5
Cut onb andb̄ quarks pT ≥ 6 GeV and|η | ≤ 2.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 6 GeV
Cuts on all final state particles |η | ≤ 2.5 andpT ≥ 0.5 GeV
from theB0

s-decay

Table A.7: Settings applied to theB0
s → D∗−

s a+
1 decay channel dataset.
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Option Setting
Decay channel bb̄→ µ6X
Number of generated events 263 195 (Grid)
Athena release 12.0.31.6
Job option file DC3.017500.PythiaBbbmu6X.py
Hard scattering cutckin(3) p̂T ≥ 6 GeV
Parametersckin( 9) andckin(11) −4.5
Parametersckin(10) andckin(12) 4.5
Cut onb andb̄ quarks pT ≥ 7 GeV and|η | ≤ 4.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 6 GeV

Table A.8: Settings applied to thebb̄→ µ6X decay channel dataset.

Option Setting
Decay channel bb̄→ µ4X
Athena release 12.0.7.1
Number of generated events 105 279 (Grid)
Job option file DC3.017501.PythiaBbbmu4X.py
Hard scattering cutckin(3) p̂T ≥ 6 GeV
Parametersckin( 9) andckin(11) −4.5
Parametersckin(10) andckin(12) 4.5
Cut onb andb̄ quarks pT ≥ 5 GeV and|η | ≤ 4.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 4 GeV

Table A.9: Settings applied to thebb̄→ µ4X decay channel dataset.

Option Setting
Decay channel cc̄→ µ4X
Number of generated events 263 196 (Grid)
Athena release 12.0.7.2
Job option file DC3.017520.PythiaBccmu6X.py
Hard scattering cutckin(3) p̂T ≥ 6 GeV
Parametersckin( 9) andckin(11) −4.5
Parametersckin(10) andckin(12) 4.5
Cut onb andb̄ quarks pT ≥ 4 GeV and|η | ≤ 4.5
Generator level cuts Require one muon within:

|η | ≤ 2.5 andpT ≥ 4 GeV

Table A.10: Settings applied to thecc̄→ µ4X decay channel dataset.



B

Kinematic Distributions of Generated
Particles from the Signal Decay

This appendix shows the kinematic distributions of particles from the signal decay of the
B0

s → D−
s a+

1 data sample. For each particle of the signal decay, the transverse momentum
pT0, the pseudorapidityη0 and the angleϕ0 are obtained from the MC truth information.
The distributions for theD−

s anda+
1 mesons are presented in Figure B.1, whereas the

particles from theD−
s decay are shown in Figure B.2, the particles from thea+

1 decay in
Figure B.3 and theB0

s meson in Figure B.4.
For the final state particles from the signal decay, a minimumtransverse momentum

of 500 MeV is required. In addition, the pseudorapidity is also limited for these particles
to |η0| ≤ 2.5. As expected, the entries of the angleϕ0 are uniformly distributed.
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Figure B.1: Kinematic distributions for theD−
s meson (a-c) anda+

1 meson (d-f) from the signal
decay obtained from the MC truth information. For each particle, the transverse
momentumpT0 (a,d), theη0 (b,e) and theϕ0 (c,f) distributions are shown.
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156 B. Kinematic Distributions of Generated Particles from theSignal Decay
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Figure B.2: Kinematic distributions for theD−
s meson decay chain obtained from the MC truth

information. For theφ meson (a-c),π− meson (d-f),K− meson (g-i) andK+ me-
son (j-l), the transverse momentumpT0 (a,d,g,j), theη0 (b,e,h,k) and theϕ0 (c,f,i,l)
distributions are shown.
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Figure B.3: Kinematic distributions for thea+
1 meson decay chain obtained from the MC truth

information. For theρ meson (a-c),π+ meson (from thea1 meson decay) (d-f),π−

meson (from theρ meson decay) (g-i) andπ+ meson (from theρ meson decay) (j-l),
the transverse momentumpT0 (a,d,g,j), theη0 (b,e,h,k) and theϕ0 (c,f,i,l) distribu-
tions are shown.
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Figure B.4: For theB0
s meson, the transverse momentum (pT0) (a), theη0 (b) and theϕ0 (c)

distributions obtained from the MC truth information are shown.



C

Validation of Locally Produced MC
Data Sample with the Grid Sample

To increase the available event statistics, the locally produced data sample ofB0
s → D−

s a+
1

is merged with a sample originating from the central Grid production for the ATLAS
Computing System Commissioning (CSC) effort as described in Section 4.1. Both sam-
ples use the same settings for the whole production chain, except for the detector simula-
tion, which has been performed with different releases of the Athena software framework.

Whereas the simulation of the locally produced part of theB0
s → D−

s a+
1 data sam-

ple has been performed using the production cache 12.0.6.1 of the Athena software, the
production cache 12.0.3.1 has been used for the part produced on the Grid. The im-
portant difference between both Athena versions is a setting in the GEANT4 simulation
software package. This setting is connected to a productionlevel limit (‘range cut’) on
the bremsstrahlung and ionization processes in the LAR calorimeter [141]. This param-
eter is set for the locally produced samples to the correct value of 30µm. The centrally
produced Grid part has been simulated by using a value of 1 mm.

The production level limit is used in GEANT in order to speed up the simulation pro-
cess. If e.g. a photon is created by the bremsstrahlung process, the range of the photon
in the surrounding material is calculated. If the range is less than the user-defined mini-
mum range cut and the distance to the edge of the volume is larger than a safety margin,
the photon is not created for simplicity. Its energy is uniformly deposited in the material
along the electron’s flight path. Neglecting the simulationof such photons speeds up the
simulation process. However, the corresponding energy depositions in the calorimeters
are missing.

Since this setting was set to the larger value of 1 mm (insteadof 30 µm) for the LAR

calorimeter simulation process, the shower shapes and resolutions obtained for the LAR
calorimeters are affected. The electron energy scale is underestimated by 2-3 % in the
Grid samples and jets in the FCAL are miscalibrated by∼5 % as well [141].

Since the information from the calorimeters is only used to seed a Region of Interest
during the trigger simulation process, no significant differences are expected for this anal-
ysis. However, both parts of theB0

s → D−
s a+

1 data sample were carefully compared and
no significant differences have been found.

As an example, the results obtained in Section 5.3 from the trigger simulation of the
B0

s → D−
s a+

1 data sample are presented in Table C.1, separated into the locally produced
part and the Grid part of theB0

s → D−
s a+

1 data sample. Furthermore, the mass resolutions
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Part of Effic. [%] Effic. [%] Effic. [%] Effic. [%]
B0

s → D−
s a+

1 LVL1MU06 LVL1JT04 LVL1MU06 & LVL1MU06 &
DsPhiPi (FS) DsPhiPi (RoI)

Local 81.90± 0.17 98.36± 0.06 31.44± 0.21 27.44± 0.20
Grid 82.07± 0.17 98.35± 0.06 31.67+0.22

−0.21 27.65+0.21
−0.20

Table C.1: Comparison of the efficiencies (cf. Table 5.5) for differenttrigger signatures obtained
for the two parts of theB0

s → D−
s a+

1 data sample using the trigger simulation. The first
two columns apply to the LVL1 stage, whereas the last two columns give results for a
combination of theLVL1MU06 signature with theDsPhiPi trigger object searched for
at the LVL2 stage (see Section 5.3).

Property Local Part Grid Part cf.
[MeV] [MeV] Figure

φ massmfit(KK) Mean 1019.38± 0.05 1019.24± 0.05 6.5(c)
Sigma 4.21± 0.05 4.03± 0.05

Ds massmfit(KKπ) Mean 1968.16± 0.22 1968.44± 0.22 6.7(b)
Sigma 17.67± 0.23 17.16± 0.22

Bs massmfit(KKππππ) Mean 5366.71± 0.85 5367.15± 0.85 6.13(b)
Sigma 37.48± 0.92 37.40± 0.82

Table C.2: Comparison of the mass resolutions for reconstructed tracks matching generated par-
ticles in theB0

s → D−
s a+

1 channel. These values are obtained with the trigger condition
LVL1MU06+LVL2DsPhiPi(RoI) applied using the trigger simulation.

of reconstructedφ, Ds and B0
s candidates are compared in Table C.2, with the trigger

conditionLVL1MU06+LVL2DsPhiPi(RoI) applied. No differences are expected, because
the mass resolutions are obtained using information from reconstructed tracks in the Inner
Detector, which should not be affected by the different range cuts used in each sample.

Since the Muon Spectrometer encloses the calorimeters, particles entering the Muon
Spectrometer have already passed through the calorimeters. Therefore, the different set-
ting applied in the detector simulation process could affect the simulation of muons, which
could result in a different performance of the flavor taggingusing muons. The tagging re-
sults (see Table 6.11) are presented separately for each part of theB0

s →D−
s a+

1 data sample
in Table C.3. The results for both parts agree within statistical errors.

The last example given is addressing an important input parameter of the ISBsFitter
program. The parameters obtained from a fit to the proper timeresolution of the full sim-
ulation of theB0

s → D−
s a+

1 data sample have been presented in Section 7.1. The proper
time resolution parameters extracted for each sub-sample separately agree within statisti-
cal errors (see Table C.4).
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Part of Type Fraction Efficiency Wrong Tag Wrong Tag
B0

s → D−
s a+

1 of Events εtag Fraction [%] Fraction [%]
[%] [%] (no mixing) (mixing)

Local All 100 95.95± 0.09 11.72± 0.15 21.09± 0.19
Triggered 27.44± 0.20 98.62± 0.10 14.89+0.31

−0.30 24.25± 0.37

Reconstr. 5.29± 0.10 98.75+0.20
−0.22 13.91+0.69

−0.67 23.78+0.84
−0.87

Grid All 100 95.90± 0.09 11.76± 0.15 20.98± 0.19
Triggered 27.65± 0.20 98.48+0.10

−0.11 14.60± 0.31 23.51± 0.37

Reconstr. 5.39± 0.10 98.16+0.25
−0.20 14.37+0.70

−0.68 23.61+0.85
−0.83

Table C.3: Comparison of tagging efficiencies and wrong tag fractions (cf. Table 6.11) for
the two parts of theB0

s → D−
s a+

1 data sample, presented for three different
analysis stages: all simulated events, all events passing the trigger condition
LVL1MU06+LVL2DsPhiPi(RoI) and events passing the selection cuts.

Property Local Sample Grid Sample
Mean [fs] 9.3± 1.9 3.9± 2.0
Fraction ofσ1 [%] 48.3± 12.9 64.9± 8.0
σ1 [fs] 62.8± 9.4 75.7± 4.8
σ2 [fs] 134.5± 12.1 156.6± 12.9

Table C.4: Comparison of the proper time resolution parameters for accepted and taggedB0
s can-

didates in theB0
s → D−

s a+
1 channel (cf. Figure 7.1). These values are obtained with

the trigger conditionLVL1MU06+LVL2DsPhiPi(RoI) applied using the trigger sim-
ulation. The proper time resolution was fitted to a sum of two Gaussian functions,
requiring for both Gaussian distributions the same mean value.
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D

Muon-Electron and Muon-Lepton
Trigger Scenarios

A single-muon trigger scenario with apT threshold on the muon with the highest trans-
verse momentum (hardest muon) in the events is used as a standard trigger strategy for the
analysis ofB0

s meson mixing. The results of a detailed study based on MC truth informa-
tion of the generatedB0

s → D−
s a+

1 data sample have already been presented in Section 5.2
including a discussion about how the muon transverse momentum threshold affects the
composition of the wrong tag fraction.

With increasing instantaneous luminosity, thepT threshold of a single-muon trigger
needs to be raised, in order to limit the trigger rate. Since adi-muon trigger is already
foreseen in the ATLASB-physics program, this scenario has also been analyzed.

This appendix presents results for two additional scenarios, which are

◦ a muon-electron scenario with variablepT cuts on the hardest muon and the hardest
electron and

◦ a muon-lepton scenario, which is the combination of the di-muon and the muon-
electron scenarios.

The feasibility of such trigger strategies is estimated using MC truth information. A
combination of the di-muon and muon-electron scenarios, the muon-lepton scenario, is
investigated, in order to increase the overall event statistics. The overlap of accepted
events between the di-muon (cf. Table 5.2) and the muon-electron scenarios is small.

Only (0.9+0.3
−0.2) % of the events passing the cuts ofpT0(µ) > 6 GeV andpT0(e) > 6 GeV

also pass the corresponding di-muon cuts ofpT0(µ1) > 6 GeV andpT0(µ2) > 6 GeV.
Therefore, combining both leads to a significant increase ofthe efficiency.

The electron detection efficiency is assumed to be the same asthe muon detection
efficiency. Therefore the same correction factor of 0.82 is applied to the results of the
muon-electron and muon-lepton scenarios.

The results for the cut efficiencies and wrong tag fractions for each scenario are pre-
sented in Table D.1. The efficiencies in the muon-electron scenario are somewhat higher
than in the di-muon scenario with both cuts set topT0 >3 GeV, since the probability for
two muons originating from the same cascade decayb̄ → cX → d̄X is less than for a
combination of one muon and one electron.

The results w.r.t. the different sources of the wrong tag fraction in the muon-electron
and muon-lepton scenarios are presented in Table D.2. The wrong tag fraction in the
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Cut Efficiency Wrong Tag Fraction
pT0 [GeV] εcut [%] ω [%]

µ e
> 6 > 0 42.32± 0.13 12.2± 0.1
> 6 > 3 2.43± 0.04 29.8± 0.7
> 6 > 4 1.68± 0.03 34.7± 0.9
> 6 > 5 1.21± 0.03 39.4± 1.0
> 6 > 6 0.90± 0.02 43.3± 1.2
> 8 > 4 1.01± 0.03 29.5± 1.1
> 8 > 6 0.56± 0.02 37.9± 1.5

> 10 > 4 0.65± 0.02 25.4+1.3
−1.4

> 10 > 6 0.37± 0.02 32.2± 1.8

(a)

Cut Efficiency Wrong Tag Fraction
pT0 [GeV] εcut [%] ω [%]
µ l

> 6 > 0 48.29± 0.13 12.6± 0.1
> 6 > 3 4.63± 0.05 28.7± 0.5
> 6 > 4 3.05± 0.04 32.7± 0.6
> 6 > 5 2.08± 0.04 36.1± 0.8
> 6 > 6 1.45± 0.03 39.5± 0.9

> 8 > 4 1.95± 0.04 28.3+0.8
−0.7

> 8 > 6 1.03± 0.03 34.7± 1.1
> 10 > 4 1.30± 0.03 24.9± 0.9
> 10 > 6 0.73± 0.02 30.3+1.3

−1.2

(b)

Table D.1: The upper Table (a) shows efficiencies and wrong tag fractions for the muon-electron
scenario with differentpT0 cuts on the hardest muon and the hardest electron in the
event. The second Table (b) summarizes the results for the combined muon-lepton
scenario. The results are obtained using MC truth information.

muon-electron scenario is dominated by a cascade decay of ab-quark (ωcasc), but alsoc-
quark decays fromcc̄-quark pairs contribute significantly. As already shown in Table D.1,
the wrong tag fraction in the muon-electron scenario is larger than in the di-muon sce-
nario. The difference is dominated byωcasc, which is larger for the di-muon scenario (cf.
Table 5.2). On the other hand, the contribution ofωJ/ψ (originating from aJ/ψ → µµ
decay) is much lower for the muon-electron scenario, as expected.

The different contributions to the wrong tag fractions in the combined muon-lepton
scenario are explained by averaging the wrong tag fraction contributions of the individual
scenarios. By combining both scenarios, the available event statistics is about twice as
large as for the single scenarios. On the other hand, the wrong tag fraction needs to be
improved, in order to use this scenario.
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Cut ωb̄ ωcc̄ ωcasc ωJ/Ψ ωother

pT0 [GeV] [%] [%] [%] [%] [%]
µ > 6 e> 0 0.031± 0.006 1.89± 0.05 9.8± 0.1 0.48+0.03

−0.02 0.07± 0.01
µ > 6 e> 3 0.05+0.04

−0.03 5.0± 0.3 24.5± 0.6 0.13+0.06
−0.05 0.09+0.05

−0.04

µ > 6 e> 4 0.06+0.06
−0.04 5.3± 0.4 29.1± 0.8 0.13+0.07

−0.06 0.13+0.08
−0.06

µ > 6 e> 5 0.05+0.07
−0.03 5.2± 0.5 33.1± 1.0 0.13+0.10

−0.06 0.13+0.10
−0.06

µ > 6 e> 6 0.06+0.09
−0.04 5.1+0.6

−0.5 37.8± 1.2 0.2± 0.1 0.18+0.13
−0.09

µ > 8 e> 4 0.11+0.10
−0.06 5.0± 0.5 24.2± 1.0 0.2± 0.1 0.11+0.10

−0.06

µ > 8 e> 6 0.10+0.14
−0.07 5.5± 0.7 31.9+1.5

−1.4 0.3+0.2
−0.1 0.10+0.14

−0.07

µ > 10 e> 4 0.08+0.12
−0.06 4.4± 0.6 20.6± 1.7 0.2+0.2

−0.1 0.17+0.15
−0.09

µ > 10 e> 6 0.15+0.22
−0.11 4.7+0.9

−0.8 26.9± 1.7 0.3+0.3
−0.2 0.15+0.22

−0.11
µ > 6 l > 0 0.04± 0.01 1.9± 0.1 9.6± 0.1 0.95± 0.03 0.09± 0.01
µ > 6 l > 3 0.40+0.07

−0.06 4.4± 0.2 20.5± 0.4 3.2± 0.2 0.18+0.05
−0.04

µ > 6 l > 4 0.6± 0.1 4.5± 0.3 24.2± 0.6 3.3± 0.2 0.18+0.06
−0.05

µ > 6 l > 5 0.9± 0.1 4.5± 0.3 27.4± 0.7 3.3± 0.3 0.16+0.07
−0.06

µ > 6 l > 6 1.2± 0.2 4.5± 0.4 30.5± 0.9 3.0± 0.3 0.22+0.11
−0.08

µ > 8 l > 4 0.8+0.2
−0.1 4.1± 0.3 19.7± 0.7 3.6± 0.3 0.14+0.07

−0.05

µ > 8 l > 6 1.5± 0.3 4.4± 0.5 24.8± 1.0 3.8+0.5
−0.4 0.21+1.3

−0.9

µ > 10 l > 4 0.6+0.2
−0.1 3.8± 0.4 16.6+0.8

−0.7 3.7± 0.4 0.21+0.11
−0.08

µ > 10 l > 6 1.1± 0.3 3.9± 0.5 20.9± 1.1 4.2+0.6
−0.5 0.30+0.18

−0.13

Table D.2: Contributions to the wrong tag fraction for the muon-electron and muon-lepton sce-
narios for different cuts on MC truth level. The wrong tag fraction caused by decays
of hadrons containing āb-quark is given byωb̄, whereasωcc̄ denotes the wrong tag
fraction originating from ac-quark decay of acc̄-quark pair created in the hard col-
lision. The fractionωcasc is due to a wrongly tagged muon from a cascade decay of
a b-quark. The wrong tag fraction due to aJ/ψ decay into two muons is denoted by
ωJ/ψ and other sources are summarized inωother (see Section 5.2).
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Prof. Dr. Markus Schumacher danke ich sehr für dieÜbernahme des Koreferats und für
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Ein gutes ‘Büroleben’ verdanke ich Holger von Radziewski und Daniel Lorenz, nicht
zuletzt auch durch die vielen verschiedenen Teesorten.

Für das Korrekturlesen dieser Arbeit und die wertvollen Kommentare danke ich Dr. Wolf-
gang Walkowiak und Holger von Radziewski. Ein herzliches Dankeschön für die zahlrei-
chen sprachlichen Hilfestellungen von Mark Rodgers und Dr.Matthew Beckingham.
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