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Abstract

Absolute and normalised differential cross-sections for the associated production of top
quarks with a photon are measured in proton-proton collisions data at a centre-of-mass energy
of 13TeV. The data were collected by the ATLAS detector during the full Run 2 of the
LHC with an integrated luminosity of 139 fb~'. The measurements are performed in the
electron-muon decay channel in a fiducial phase space at parton level. The signal region is
characterised by events with exactly one hard photon, one electron and one muon of opposite
charge, at least two jets, among which at least one is b-tagged, and missing transverse energy.
The differential cross-sections are measured as functions of photon kinematic observables,
the minimum angular distance between the photon and the leptons, and angular separations
between the two leptons. The results are compared to the most recent theory prediction at
next-to-leading-order accuracy in QCD and state-of-the-art Monte Carlo simulations. The
measurements are found to be in agreement with the Standard Model predictions within
uncertainties.



Zusammenfassung

Absolute und normalisierte differentielle Wirkungsquerschnitte fiir die assoziierte Produk-
tion von Top-Quarks mit einem Photon bei Proton-Proton-Kollisionen mit einer Schwerpunkt-
senergie von 13 TeV werden gemessen. Die Daten wurden vom ATLAS-Detektor wihrend
des gesamten Laufs 2 des LHC mit einer integrierten Luminositét von 139 fo~! aufgezeich-
net. Die Messungen werden im Elektron-Muon-Zerfallskanal in einem wohldefinierten
Phasenraum auf Partonenebene durchgefiihrt. Der Signalbereich ist charakterisiert durch
ein hochenergetisches Photon, ein Elektron und ein Myon mit entgegengesetzter Ladung,
mindestens zwei Jets, von denen mindestens einer b-tagged ist, und fehlenden transversalen
Impuls. Die differentiellen Wirkungsquerschnitte werden als Funktionen kinematischer
Observablen des Photons, des minimalen Winkelabstands zwischen dem Photon und den
Leptonen, und Winkelabstinde zwischen den beiden Leptonen gemessen. Die Ergebnisse
werden mit der neuesten Theorievorhersage mit NLO-Genauigkeit in QCD und dem Stand
der Technik entsprechenden Monte-Carlo-Simulationen verglichen. Die Messungen sind in
Ubereinstimmung mit den Vorhersagen des Standardmodells im Rahmen der Unsicherheiten.

Vi
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CHAPTER 1

Introduction

The Standard Model (SM) of elementary particles is the most successful theory to date in
describing the building blocks of the universe and their interactions. Its current structure
was completed in the 1970s, and since then, its predictions have been extensively tested.
Through these experimental tests, all predictions of the SM have been confirmed. Despite its
impressive success, however, the SM is not a final theory. For example, it does not explain
the matter-antimatter asymmetry and does not yet include the gravitational force. These
unreconciled topics, among others, are the main drive to continuously test predictions of the
SM to the best achievable accuracy and simultaneously search for hints of new physics.

One of the pillars of the SM is the top quark. It is the heaviest elementary particle and
the last quark to be discovered, found at the Tevatron Collider in 1995 [1, 2]. Its heavy
mass implies a large Yukawa coupling to the Higgs boson, which points to its unique role in
the electroweak symmetry breaking of the SM. The top quark has a very short lifetime and
decays before hadronisation, allowing for studying its properties through its decay products.
One of these properties is the electroweak coupling between the top quark and the photon.
Such coupling can be probed at the Large Hadron Collider (LHC) by studying the associated
production of a top-quark pair with a photon (7).

The evidence of the t7y process was found with a 3.0 o significance at the Tevatron
Collider in proton-antiproton (p p) collisions at centre-of-mass energy (/s) of 1.96 TeV, with
an integrated luminosity of 6 b~ in 2011 [3]. The tty process was later observed by the
ATLAS experiment in proton-proton (pp) collisions at v/s = 7 TeV at the LHC in 2015 [4].
The observation was perfomred in the lepton+jets channel with an integrated luminosity of
4.59 fb™! and achieved a 5.0 o significance. In 2017, the ATLAS experiment performed the
first differential 77y measurement at \/s = 8 TeV with an integrated luminosty of 20.2 ! [5].
In the same year and at the same +/s of 8 TeV, the CMS experiment measured the ratio of
cross-sections of t#y to ¢f with an integrated luminosity of 19.7 fb~! [6]. In 2019, the inclusive
and differential t7y cross-sections were measured in both the single lepton and dilepton
channels. The measurements were performed by the ATLAS experiment at /s = 13 TeV
using collisions data with an integrated luminosity of 36.1 fb~! [7]. This thesis presents the
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most recent differential measurement of the production of top quarks in association with a
photon, performed in the eu channel at v/s = 13 TeV using data from the ATLAS experiment,
with an integrated luminosity of 139 fb~! [8]. The measurements are compared for the first
time to a full calculation at next-to-leading order in Quantum Chromodynamics, which
includes resonant and non-resonant diagrams, interferences, and off-shell effects of the top
quark [9]. Hence, the signal process of the measurements is the combined 7y production
and single top-quark production in association with a W boson and a photon (W), which is
referred to as tty + tWy.

This thesis is organised as follows. Chapter 2 presents a brief overview of the SM and
discusses the physics of the top quark and the production of the 77y process. An overview
of the LHC and the experimental setup of the ATLAS detector is introduced in Chapter 3.
A description of the algorithms used to reconstruct and select physics objects relevant to
this work is detailed in Chapter 4. In Chapter 5, a method to improve the agreement of
distributions related to the energy deposits of photons (referred to as shower shapes) between
data and Monte Carlo simulations is presented. The data and Monte Carlo samples of
signal and backgrounds and the selection applied at an object- and event-levels are described
in Chapters 6 and 7, respectively. The fiducial phase-space definition, the strategy to perform
the differential measurements, and the unfolding procedure and related studies are detailed
in Chapter 8. Chapter 9 describes the systematic uncertainties considered in this work. The
results of the absolute and normalised cross-sections are reported in Chapter 10, which is
followed by conclusions and an outlook in Chapter 11.

Natural units are used throughout this thesis, 7 = ¢ = 1, where 7 and c are the reduced
Planck constant and speed of light in vacuum, respectively. The electric charge of particles is
measured in units of the elementary charge (e). Masses, momenta and energies of particles
are measured in units of electronvolt (eV) and its (metric prefixes) multiples such as MeV,
GeV and TeV.



CHAPTER 2

Top quark at the Standard Model

2.1 The Standard Model

The SM is a theory that describes elementary particles and their interactions at the most
miniature scale. It uses a quantum field formalism which describes particles as excitation
states of the corresponding quantum field; hence, it is a Quantum Field Theory (QFT). It
includes three fundamental forces of nature: the strong force mediated by the exchange of
the massless and electrically neutral gluons, the weak force mediated by the exchange of the
massive neutral Z bosons and charged W bosons, and the electromagnetic force mediated
by the massless and electrically neutral photons. The theory of Quantum Chromodynamics
(QCD) [10-12] describes the strong force, whereas the weak and electromagnetic forces
are unified together and described by the electroweak theory [13—15]. The gauge symmetry
group of the SM have the structure:

SUB3) ® SU(2), ® U(1)y, 2.1)

where SU(3) is the gauge group of QCD and SU(2); ® U(1)y is the gauge group of the
electroweak interaction. The subscript C refers to colour charge, whereas the subscripts L
and Y refer to left-handed isospin and hypercharge, respectively. The fourth force of nature,
which is the gravitational one, is not included in the SM.

Elementary particles are considered the building blocks, hence, the name elementary, of
the visible matter of our universe, which comprises only around 5% of the total density of the
universe. There are twelve fermions in the SM, where fermions are particles with half-integer
spin. Such particles interact by exchanging one of five particles called gauge bosons, particles
with integer spin. Fig. 2.1 display all these elementary particles of the SM.

There are two types of fermions: leptons and quarks. They are classified into three families
or generations, which increase in mass when going from the first to the third generation.
Leptons that are electrically charged have a charge of 1 e. Such charged leptons are electrons,
muons, and taus which are denoted as e, u, and 7, respectively. Both muons and taus are
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three generations of matter interactions / force carriers
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Figure 2.1: Overview of elementary particles in the SM. Three families of fermions, along with the
gauge and Higgs bosons, are shown. The figure is sourced from Ref. [16] and modified.

unstable particles, and they decay spontaneously, whereas the electron is stable. Furthermore,
leptons in each generation form a weak isospin doublet where each charged lepton has a
corresponding electrically neutral particle called a neutrino, e.g. the e forms with the electron
neutrino (v,) an isospin doublet. The muon neutrino and tau neutrino are denoted as Vy and
v, respectively. Moreover, charged leptons have their corresponding antiparticles, which
have the same mass and spin but an opposite sign of the relevant quantum numbers, e.g. the
electron has an electric charge of -1 e, whereas its antiparticle, the positron, has a charge
of +1 e. Neutrinos are distinguished from their corresponding antiparticles, denoted as
antineutrinos, by differing in the sign of the lepton number and the chirality of the particle
(right- or left-handed). For simplicity, charged leptons hereafter are called leptons, and
they refer to particles and their corresponding antiparticles as well, unless explicitly stated
otherwise.

Quarks have a non-integer electric charge of either +2/3 e such as the up, charm, and
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top quarks, denoted as u, ¢, and t, respectively, or -1/3 e such as the down, strange, and
bottom quarks, denoted as d, s, and b, respectively. Like leptons, quarks are also grouped
into weak isospin doublets that differ by one unit of electric charge, e.g. the up and down
quarks. In addition to an electric charge, quarks have a colour charge. Quarks also have their
corresponding antiparticles, called antiquarks, e.g. the antitop and antibottom quarks denoted
as 7 and b, respectively.

The strong interaction

The strong force is, as the name suggests, the most potent force of nature. It acts at the
shortest distances and is responsible for holding the protons together in the nucleus, despite
their electric repulsion. Furthermore, it is also responsible for holding together the quarks
inside the proton or the neutron.

The quantum number of the strong interaction is called colour, and it has three states: red,
green, and blue. Quarks carry one unit of colour charge, while antiquarks carry one unit of
anticolour. Gluons carry one unit of colour and one unit of anticolour, and they exist in an
octet of linear combinations of the three colours. Since gluons are colour charged, they can
interact with one another in addition to their interactions with the quarks.

The strength of the strong interaction is determined by the strong coupling constant (ay).
The coupling constant is also called running coupling constant, since it is not a constant
quantity but rather runs with respect to the four-momentum transfer (Q):

127
(33 - 2n,) log(Q*/Ajcp)

where n is the number of quark flavors and Aqcp is the fundamental scale of QCD which
allows the evaluation of the coupling constant at a scale of Q > Agcp.

The dependence of ag on Q, which can be seen in Fig. 2.2, probes two characteristic
properties of QCD:

ag(Q) = 2.2)

* Colour confinement which states that at small Q2, colour-charged particles —quarks
and gluons—cannot exist as isolated particles. When quarks are pulled apart, the
potential energy increases so that it is enough to produce quark and antiquark pairs,
forming colourless bound-states called hadrons. There are two types of hadrons, mesons
consisting of a quark and an antiquark, and baryons composed of either three quarks
or three antiquarks. The process of forming hadrons is called hadronisation which is
described in Chapter 6.

» Asymptotic freedom which states that at large QZ, quarks and gluons interact weakly or
behave like free particles [18].
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Figure 2.2: Summary of measurements of ag as a function of Q. The respective degree of QCD
perturbation theory is indicated in parenthesis. The figure is sourced from Ref. [17].

The electroweak interaction

The theories of Quantum Electrodynamics (QED) and weak interactions were initially
developed separately. The electromagnetic interaction describes the interactions between
electrically charged particles through mediating photons. The strength of the electromagnetic
force is represented by the coupling constant (g,), which is expressed as ,:

@, =~ — (2.3)

The weak interaction describes the interactions of particles via mediating charged W™
bosons (also denoted simply as W bosons) or neutral Z bosons. Leptons do not participate
in the strong interaction since they do not carry colour, and neutrinos do not interact
electromagnetically, as they have no electric charge. However, all leptons and quarks interact
weakly, i.e. participate in the weak interaction.

In the 1960s, a gauge-invariant theory was constructed, which combined the electromagnetic
and weak forces. This unification of forces was the work of Glashow [13], Salam [14], and
Weinberg [15], which is referred to as the electroweak unification. The resulting electroweak
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interaction is described by the SU(2); ® U(1)y symmetry group. The gauge symmetry
requires the W and Z bosons to be massless, although experimentally, they are observed to be
massive [19]. The origin of their masses was understood by introducing another quantum field,
the so-called Higgs field [20-23], which leads to the spontaneous breaking of the electroweak
symmetry. The Higgs field was introduced as a complex scalar SU(2) doublet. Through the
electroweak symmetry breaking, fermions acquire their masses through interactions with
the Higgs field, where their masses are proportional to the vacuum expectation value of the
Higgs field and the corresponding Yukawa coupling. Quantum excitation of the Higgs field
produces the Higgs boson, which was was discovered experimentally in 2012 by ATLAS [24]
and CMS [25].

2.2 Top-quark physics

The top quark is the heaviest elementary particle in the SM with a mass of 173.34 +
0.76 GeV [26]. Its heavy mass provides access to the largest Yukawa coupling, which is
predicted to be close to unity. This points to its unique role in validating predictions of
the SM. Furthermore, it has a very short lifetime of 107%*s. This remarkably brief record
permits it to decay before forming a bound state, which allows measuring its properties by
examining its decay products. One of these properties which is accessible experimentally and
not washed out by hadronisation is the spin information of the top quark. The top-quark pair
(tf) spin correlation can be probed through the angular distributions of the decay products
of the 7 and 7 (see Section 8.2 for observables that are sensitive to the 77 spin correlation).
Deviations from the angular distributions predicted by the SM would indicate new physics.

Production of top-quark pairs

At hadron colliders, top quarks are produced in pairs or as a single top, where the former is
the dominant process. The ¢ are produced predominantly through the strong interaction via
gluon-gluon (gg) fusion and ¢g annihilation, for which representative diagrams at leading
order (LO) in QCD are shown in Fig. 2.3. At the LHC, 90% of the production is through
the gg fusion at /s = 14 TeV. The reason for such a high rate is that the ¢g annihilation is
suppressed since antiquarks in protons exist only as sea quarks.

The #t production cross-section can be calculated with the help of the factorisation
theorem [27]. This theorem separates the calculation of the long-distance interactions of
partons from the short-distance ones (hard interaction) by introducing a factorisation scale
(uf). The value of u is arbitrarily chosen, but it is typically set to the momentum transfer of
the hard process. The hard interaction terms can be calculated with the perturbation theory,
while the terms corresponding to the long-distance interactions are calculated using structure
functions, known as Parton Distribution Functions (PDF) [28-30].
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Figure 2.3: Representative Feynman diagrams of the top-quark pair production at leading order in
QCD via ¢g annihilation (top left) and gg fusion (top right and bottom).

Let two hadrons, A and B, collide creating a final state X. The inclusive cross-section for
such a process is given as:

TAB—X = Z/ / dxdxy, foa(Xas 1E) Jp 3 (Xp HE) X Gppx » 24
ab Y*a YXp

where 0 ,;,_,y 1s the partonic cross-section of the hard interaction. The indices a and b
represent partons in hadrons A and B, respectively, where partons are valence quarks, sea
quarks and gluons. The terms f, 4(x,, ur) and f, p(x,, up) are the PDFs of the hadrons
A and B, respectively, where x, and x,, are the fractions of the momentum carried by the
corresponding parton. Therefore, the inclusive cross-section (0'p p—sii) Of pp collisions to
create a final state of f7 can be calculated with Eq. (2.4). At /s = 13TeV, assuming a
top-quark mass of 172.5GeV, o,,,_,; is predicted to be 831.8 i§3~_§(sca1e)i§§1} (PDF) pb at
the LHC [17]. The cross-section is obtained at next-to-next-to-leading order (NNLO) in QCD
and next-to-next-to-leading-logarithmic (NNLL) soft-gluon resummation with the TOP++2.0
program [31].

Production of single top quarks

The single top quark is produced via the electroweak interaction in three channels: s-
channel, ¢-channel, and tW-channel, at LO in QCD. In the s-channel and 7-channel, the
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Figure 2.4: Representative Feynman diagrams of the single-top production at LO in QCD in the
t-channel (top left), s-channel (top right), and tW-channel (bottom).

top quark is produced by the exchange of a virtual W boson, whereas in the tW-channel, it
is produced in association with a real W boson. Examples of Feynman diagrams for the
three channels at LO in QCD are shown in Fig. 2.4. At /s = 13 TeV, assuming a top-quark
mass of 172.5 GeV, the cross-sections of the s-channel, ¢-channel, and tW-channel for the
top quark and antitop quark components at the LHC are 10.32 t%‘%i(scale)fgzg(PDF) pb,
216.99 tﬁ'_gi(scale)fg"ig(PDF) pb, and 71.7 1% (scale) 330 (PDF) pb, respectively [32]. The
cross-sections are obtained at NLO in QCD with the HATHOR (v2.1) program [33, 34].

Top-quark decay

The top quark decays via the weak interaction to a W boson and a down-type quark (d, s,
or b). The decay to a W boson and a b-quark is the predominant process with a Branching
Ratio (BR) close to 1 [35]. The decay to s- or d-quark is heavily suppressed owing to their
substantially weak mixing in the Cabibbo—Kobayashi—-Maskawa matrix. The W boson then
decays to leptons (a charged lepton and its corresponding neutrino) or quarks (a quark and an
antiquark of the first two generations). Therefore, the ¢7 decay can be categorised in three
decay channels, for which the branching ratios are shown in Fig. 2.5, according to the decay
products of the W boson:

e Dileptonic: both W bosons decay to two leptons: tf — [*v,bl"¥,b, where | = e, p,
or 7. This channel has the advantage of being very clean with the lowest background
contamination. However, it has the smallest BR of 9%.
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Figure 2.5: Branching ratios of the ## decay channels. The figure is sourced from Ref. [36] and
modified.

* All-hadronic: both W bosons decay to two quarks: 17 — q1q2q3q4bl§, where g = u, d,
s, or ¢. This channel has the largest BR of 46%, but it suffers from a large contribution
of background processes.

* Single lepton or lepton+jets: one W boson decays hadronically, whereas the other one
decays leptonically: t7 — ["v,bq,G,b or tt — q,G,bl” v,b where [ = e, u, or T and
q =u, d, s, or c. This channel is called the golden channel since it has a rather high
BR of 45% while the background contamination is moderate.

2.3 Top-quark production in association with photons

The study of the tfy process plays a vital role in testing predictions of the SM and possible
new physics. For example, it has access to the ty electroweak coupling. The SM predicts
such coupling, and deviation from such prediction would indicate new physics [37, 38].
Furthermore, at the LHC, the t7y couplings can be probed with a high precision (a few
per cent level), which allows to scrutinise the SM predictions and put constraints on the
anomalous dipole moments of the top quark [37, 38]. Moreover, precise measurements of the
tty permit interpretations in the context of effective field theories [39].

Photons being massless can be radiated from any electrically charged particle and not only
the top quark. The 7y process can be classified in two categories:

* In radiative top-quark production, the photon is radiated during the production of the ¢7.
At LO in QCD, such production can occur in a ¢4 annihilation or a gg fusion, as shown
in the example diagrams of Fig. 2.6. The photon is radiated either from an incoming
charged parton or an off-shell top quark in these diagrams.

10
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Figure 2.6: Representative Feynman diagrams at LO in QCD of the radiative top-quark production.
The photon can be radiated from an off-shell top quark in ¢4 annihilation (top left) or gg fusion (top
right). The incoming partons can also emit the photon (bottom).

* In radiative top-quark decay, the photon is radiated from an on-shell top quark or any
of the electrically charged particles in the decay chain. Examples of Feynman diagrams
are shown in Fig. 2.7. In the diagrams, the photon is emitted from the top quark, the
b-quark, the W boson, or the electrically charged decay product of the W boson.

Both radiative production and decay of the top quark yield the same final state in the
detector.

A non-exhaustive summary of the theoretical calculations of the ¢fy process is discussed
in the following section, including the theory calculation used for comparison to the
measurements reported in this thesis.

Theory calculations

The earliest calculation of the rfy process at next-to-leading order (NLO) in QCD was
performed in 2009 [40]. This calculation used the Born approximation for top quarks,
i.e. considering them as stable particles. Later in 2011, the ¢fy calculation was further
extended by considering a decaying top quark [41], i.e. including the two processes: radiative
production and decay of the top quark. When considering top quarks to be truly unstable,
non-factorisable QCD corrections emerge [42—44]. The 2011 calculation [41] overcame such
an issue by treating the top quarks in the narrow width approximation. However, using the
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Chapter 2 Top quark at the Standard Model

Figure 2.7: Representative Feynman diagrams at LO in QCD of the radiative top-quark decay. The
photon can be radiated from the on-shell top quark (top left), the b-quark (top-middle), or the W™
boson (top right). It can also be emitted from the electrically charged lepton, the [* (bottom).

narrow width approximation means that off-shell contributions are neglected, and hence the
interference between the top-quark production and decay is ignored.

In 2018, the first full computation of the ¢7y process at NLO in QCD was performed [9]. It
included resonant and non-resonant contributions, interferences, and off-shell effects of the top
quark and the W boson. This calculation considered the eu final state: pp — be+vel5,u_v’#y
at v/s = 13 TeV. Example Feynman diagrams of the double resonant, single resonant and
non-resonant top-quark diagrams are shown in Fig. 2.8. There are two top-quark resonances
in the double-resonant case, whereas there is only one top quark in the single resonant one. In
the non-resonant case, no top-quark resonances are present. The three cases contribute to the
same final state of be'v, B,u_v‘u’y. The top-quark mass was set to 173.2 GeV. The electroweak
coupling was derived from the Fermi constant G o where it was set to ag, % 1/132. A value
of @ = 1/137 was used to describe the real photon emission. The calculation considered two
scenarios for the chosen factorisation (¢ ) and normalisation (up) scales. The first scenario
used a fixed scale for both scales, which were set to yr = up = m,/2 where m, is the mass of
the top quark. The second scenario used a dynamic scale, which was set to yp = up = St/4.
The St 1s defined as the total transverse momentum of the system, 1.e. the sum of transverse
momenta of the leptons, photon, b-jets, and the missing transverse momentum from the
escaping neutrinos. The second scenario was found to stabilise the shapes in the high region
of the transverse momentum of the photon and provided smaller theoretical uncertainties as
well. Therefore, it is chosen for the comparison with the measurements reported in this thesis.

The authors of Ref. [9] have done a dedicated recalculation in the fiducial phase space
of the measurement (see Section 8.1). The NLO fiducial inclusive cross-section of the
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Figure 2.8: Representative Feynman diagrams at LO in QCD of the double resonant (top left), single
resonant (top right), and non-resonant (bottom) top quark. The figure is sourced from Ref. [9].

process pp — be+vel_),u_v'ﬂy using the CT14 PDF set [45] and dynamical scale of S/4 was
calculated to be:

o = 38.50 7936 (scale) *1 % (PDF) fb (2.5)

Besides the inclusive cross-section, the calculation also computed results of various
differential distributions at LO and NLO in QCD. Distributions as functions of observables
that are relevant for searches beyond the SM were included. An example is the transverse
momentum of the photon, which can be seen in Fig. 2.9. For such an observable, corrections
up to 13% is observed. The uncertainty bands in the figure also show that the NLO uncertainty
is smaller than the LO one.
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Chapter 2 Top quark at the Standard Model

Figure 2.9: Transverse momentum of the photon, using the dynamic scale of up = up = St/4. The
LO and NLO predictions and their uncertainty bands are shown in the upper panel, and their ratio is
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shown in the lower panel. The figure is sourced from Ref. [9].
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CHAPTER 3

Experimental Setup

LHC is the most powerful particle accelarator across the globe, which is built by the biggest
laboratory of high energy physics, CERN, the European Organization for Nuclear Research.
The LHC has a 27 km circular tunnel, which lies approximately 120 m underground on the
border between France and Switzerland. Itis a pp collider which is designed to accelerate and
collide protons at v/s = 14 TeV. It has four collision points at which four main experiments
are placed. The four experiments are A Toroidal LHC ApparatuS (ATLAS) [46, 47], Compact
Muon Solenoid (CMS) [48], Large Hadron Collider beauty (LHCb) [49], and A Large lon
Collider Experiment (ALICE) [50], which can be seen in Fig. 3.1. The ATLAS and CMS
are called multipurpose detectors since they cover a broad spectrum of physics analyses.
The LHCb experiment focuses on the physics of B hadrons, while ALICE investigates the
quark-gluon plasma in heavy-ion collisions.

Physics analyses often use three quantities when describing physics processes at the LHC:

* The integrated luminosity (L) : it is the number of collisions which are collected over a
certain period of time interval and unit area. Its unit is expressed in the inverse of area
units, e.g. inverse picobarn (pb_1 = 1040m_2) or inverse femtobarn (fb_] = 1043m_2),
where barn is a metric unit of area (1 barn = 107*°m?). It is obtained by integrating the

instantaneous luminosity (L;,) over the corresponding period of time (dz):

L= / Lyt . 3.1)

The instantaneous luminosity is defined as:

2 2
_ Npnp frevy

inst 4ro,0,

L F, (3.2)
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Figure 3.1: A schematic view of the accelerator complex at CERN. The LHC is the uppermost ring
(dark grey ellipse) with the four main experiments (orange-colored circles) at the designed collision
points (©2008-2021 CERN). The figure is sourced from Ref. [51].
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3.1 The ATLAS detector

where N, is the number of particles per bunch, n,, is the number of bunches per beam,
frey 15 the revolution frequency, and vy is the relativistic gamma factor. The quantity
F represents the geometric luminosity reduction factor, and o, and o, are the beam
cross-sections in x and y directions, respectively.

* The cross-section (o ): it represents the probability that an event or several events occur
as a result of particles’ collisions with a given luminosity.

* The number of events (N ): it is the expected number of events of a particular physics
process for a given cross-section and luminosity.

The relation between the three quantities can be expressed as:
N=o-L. (3.3)

3.1 The ATLAS detector

The ATLAS detector is constructed to perform precise measurements of the SM and beyond.
One of its primary goals was to search for the Higgs boson, which was discovered in 2012 by
both experiments, ATLAS [24] and CMS [25].

The detector has an overall length of 44m and a diameter of 25 m, weighing nearly
7% 10° kg. It is constructed so that different subdetector systems are built in concentric
layers around the designed interaction point. The subdetector systems are classified into three
systems, as shown in Fig. 3.2:

* The Inner Detector (ID): it is the innermost part of the ATLAS detector, which is
contained within a cylindrical envelope surrounded by a solenoidal magnetic field. The
ID is responsible for tracking the paths of charged particles, i.e. it acts as a tracking
system. Besides, it measures their electric charge and momenta, as well as identifying
primary and secondary interaction vertices. The vertex is called primary [52] when
two protons collide with each other and secodary if it is associated with a decay of a
particle coming from the primary vertex.

* The calorimeters: they are placed outside the solenoidal magnetic field. They are
responsible for measuring the deposited energy of charged and neutral particles. They
are designed to stop most of the particles that pass through except muons and neutrinos.

* The Muon Spectrometer (MS): it is the outermost part of the detector. It is immersed in
a toroidal magnetic field and is responsible for measuring the properties of muons since
they travel relatively longer distances than other particles and are less likely to interact
with other systems of the detector.

The coordinates of the detector and more details on the three subdetector systems are
described in the following sections.
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Figure 3.2: A schematic overview of the ATLAS detector. The figure is sourced from Ref. [53]

3.1.1 Coordinates of the detector

The ATLAS detector uses a right-handed coordinate system, denoted as (¢,7,z). The
z-coordinate is an axis defined by the beam direction, whereas the ¢- and n-coordinates are
the azimuthal angle and pseudorapidity defined in terms of the Cartesian coordinates (x, y, z).
The (x, y, z) coordinates are defined such that the origin (0, 0, 0) is located at the designed
interaction point at the centre of the detector. The x-axis points towards the centre of the
LHC ring, the y-axis points towards the surface of the earth, and the z-axis points along the
direction of the counterclockwise beam. The angle ¢ is defined in the x-y plane (denoted as
the transverse plane) with respect to the positive direction of the x-axis and around the z-axis.
The quantity 7 is defined as the angle relative to the z-axis and can be given as:

n = —Intan (g) , (3.4)

where 6 is the polar angle with respect to the positive z-axis.

To define the third component of the system, 7 is used for massless particles, whereas for
massive particles, the rapidity (y) is employed. The y-quantity can be defined in terms of the
energy E and the z-component of the momentum of the particle:
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3.1 The ATLAS detector

n(£2).

= =1 3.5
y n E—p. (3.5)

2

At the LHC, particles have large transverse momenta compared to their rest masses so that
their rapidity is equivalent to their pseudorapidity. The latter is the common coordinate used
within the ATLAS Collaboration, which is preferred over 6 since differences in 1 are Lorentz
invariant under boosts along the z-axis. Using ¢ and n, the distance between two objects can
be expressed as:

AR =+/(An)” + (A¢)?, (3.6)

where A¢ and An are the differences in azimuthal angles and pseudorapidities between the
two objects, respectively.

The transverse momentum p and transverse energy Ey are defined in the x-y plane as
follows:

pr=psinf,Er =Esing, (3.7

where p and E are the momentum and energy of the particle, respectively.

3.1.2 Magnet systems

The magnet systems in the ATLAS detector are the magnetic field sources needed to bend
the trajectories of charged particles. They allow measurements of the momentum and charge
of particles to be performed. The ATLAS magnet systems comprise four magnets :

* Solenoid magnet: it is aligned around the beam axis and placed between the ID and the
calorimeters. It provides a 2 T axial magnetic field.

* Toroid magnets: there are three of them, with one central and two end-cap toroids.
They provide a 4 T magnetic field to the MS.

The ID, calorimeters and MS are described in the following sections.

3.1.3 Inner Detector

The ID is a tracking system that enables the reconstruction of the paths of charged particles
(called tracks) and measures their momenta. It can perform measurements of transverse
momenta within a pseudorapidity coverage of |n| < 2.5. The ID consists of three systems,
which can be seen in Fig. 3.3:
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Figure 3.3: Cut-away (top) and cross-sectional (bottom) views of the ATLAS ID. The figures are
sourced from Ref. [53, 54].

20



3.1 The ATLAS detector

* Pixel detector: it is the innermost system of the ID. It has a very fine granularity
of silicon sensors, which supports detecting short-lived particles like b-quarks and
7 leptons. For Run 2 of the LHC, a new system was installed in the pixel detector
as its innermost barrel layer (called Insertable B-layer or IBL) to improve tracking
performance.

» Semiconductor Tracker (SCT): it is placed outside the pixel detector with four-barrel
layers in the central region and nine disk layers in the end-caps region. Similar to the
pixel detector, the SCT layers consist of silicon sensors. It has strips parallel to the
beam pipe, whereas, in the end-cap region, the strips are perpendicular to the beam.
Complementary to the pixel detector, SCT provides tracking information with a high
resolution along the z-coordinate and transverse plane.

* Transition Radiation Tracker (TRT): it is the outermost system of the ID. In addition to
performing tracking measurements, it plays a special role in distinguishing between
electrons and pions based on their transition radiation. It uses a different technology
from the pixel detector and SCT, where it operates drift tubes instead of silicon sensors.

3.1.4 Calorimeters

The calorimeters are placed outside the ID and solenoid magnets. They are designed to
measure the deposited energy of photons, electrons, and hadrons. There are three types of
calorimeters, as shown in Fig. 3.4:

* Electromagnetic Calorimeter (ECAL): it is the inner part of the calorimeters and consists
of one liquid argon (LAr) electromagnetic barrel and two LAr Electromagnetic End-
Caps (EMEC) covering the range of || < 3.2. Itis designed to perform high-resolution
measurements of the energies of photons and electrons.

* Hadronic Calorimeter (HCAL): it is the outer part of the calorimeters and consists of
one central tile barrel, two extended tile barrels, and two end-caps. It is designed to
enable precise measurement of energies of hadrons, e.g. protons, neutrons, and pions.

» Forward Calorimeter (FCAL): it extends the coverage of the calorimeters in the
forward region of pseudorapidity (3.1 < |n| < 4.9). It provides measurements of both
electromagnetic and hadronic particles.

3.1.5 Muon Spectrometer

The MS is the outermost part of the ATLAS detector, designed to perform precise measure-
ments of tracks and momenta of muons coming out of the barrel and end-cap calorimeters.
Being immersed in a toroidal magnetic field enables the MS to perform such measurements.
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Figure 3.4: An overview of the ATLAS ECAL and HCAL calorimeters. The figure is sourced from
Ref. [53].

While the solenoidal magnetic field is parallel to the beam pipe, the toroidal one is aligned in
the transverse plane bending trajectories of muons in the n-direction. The MS consists of
four systems, which are shown in Fig. 3.5:

* Monitored Drift Tubes (MDTs): they are pressurised drift tubes made of aluminium and
filled with argon and carbon dioxide gases. Having coverage of |n| < 2.0 and |p| < 2.7
in the inner and outer barrels, respectively, allows the MDTs to measure the positions
of muons with a resolution of 35 um per chamber.

* Cathode Strip Chambers (CSCs): they are multiwire proportional chambers with strips
of cathode planes, which are used in the forward region of || > 2. CSCs provide a
spatial resolution of 40 um in the transverse plane for four CSCs layers.

* Resistive Plate Chambers (RPCs): they are chambers filled with gas mixtures and
placed between two resistive bakelite plates. Complementary to MDTs, which have
n-coverage, the RPCs have coverage in both n- and ¢-directions.

* Thin Gap Chambers (TGCs): they are multiwire proportional chambers with two
cathode plates connected through an anode wire. TGCs provide optimal position and
¢-resolutions.
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Figure 3.5: An overview of the ATLAS MS. The figure is sourced from Ref. [55].

3.1.6 Trigger system

The LHC produces a huge number of collisions per second (around 1 billion collisions
per second in Run 2). It is quite impossible to store and analyse this huge amount of data.
Therefore, a decision has to be made whether to keep or discard a given event. Such a
decision is determined by the Trigger AND Data Acquisition (TDAQ) system [56]. The
ATLAS TDAQ system consists of two trigger levels:

* Low-level (L1) trigger: it is a hardware-based trigger consisting of a central unit that
receives information from the calorimeters and the RPCs and TGCs of the MS. The L1
trigger defines Regions-of-Interest (ROIs) for each event, based on the information of 7,
¢, and transverse momenta. The ROIs highlight interesting candidate objects such as
muons, electromagnetic clusters, or large transverse momenta.

* High-level Trigger (HLT): it is a software-based trigger, which receives information
from all ATLAS components. The HLT determines whether to keep or discard events,
and if an event is accepted, it is then written to the disks and stored.

23






CHAPTER 4

Object definition

In order to analyse data, physics objects have to be reconstructed by processing the signals
which are recorded in the detector. Reconstruction algorithms are based on combining
information from the hits in the tracking systems and energy deposits in the calorimeters.
The reconstructed physics objects considered in this work are electrons, muons, photons,
jets and missing transverse energy. After the reconstruction of physics objects, certain
criteria are required to improve the purity of the selected objects. These criteria are referred
to as identification and isolation working points (WPs). The identification algorithms are
adopted to select prompt signal-like objects and reject background-like objects. The isolation
algorithms are used to further suppress background-like objects by selecting those objects
which are more isolated. Correction factors are used to improve the agreement between data
and MC, i.e. to calibrate the objects in the MC simulation to match those in data.

In the following sections of this chapter, a description of the different algorithms of
reconstruction, identification, and isolation in ATLAS is given. The ones used in this work
are also highlighted.

4.1 Electrons

4.1.1 Reconstruction

Electrons are reconstructed by matching deposited energy in the central region of the ECAL
to possible tracks in the ID. When charged particles move in a magnetic field, they radiate
photons, known as Bremsstrahlung. Photons can be converted or unconverted, where the
former undergoes a pair production creating an electron-positron pair before reaching the
ECAL system. Therefore, there is a reconstruction ambiguity between electrons and converted
photons since both would leave tracks in the ID and deposit energies in the ECAL. This
ambiguity is resolved by performing the reconstruction of electrons and photons in parallel
while checking the ID tracks and whether a conversion vertex exists or not (see Section 4.3.1).

The electron reconstruction is based on three consecutive steps, which are described in
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more detail in Ref. [57].

* First, a seed cluster is created as follows. The n-¢ space is transformed into a grid of
200 x 256 elements (towers) of size Ap X A¢ = 0.025 x 0.025. Energy deposits per
tower from the presampler, first, second, and third layers of the ECAL are summed
together. Then a sliding-window algorithm [58] is used to seed these energy deposits,
forming clusters of electromagnetic energy. The algorithm uses a window size of 3 X 5
towers in 7 X ¢ to span the whole grid.

» After creating a seed cluster, a track reconstruction is performed. Track reconstruction
is based on forming track seeds from hits in the ID layers by clustering them. This is
followed by two steps: pattern recognition and a track fit. The pattern recognition step
uses a pion model to account for the energy loss due to the interaction with the material
of the detector, whereas the track fit is performed using the ATLAS Global )(2 Track
Fitter [59] under either the pion or the electron hypothesis of energy loss.

* As a final step, the reconstruction of the electron candidate is performed where the
calorimeter seed cluster in the ECAL is matched to the reconstructed track in the ID.
In the case of more than one track match, the decision is to be taken after considering
hits in the silicon layers and pixel, conversion vertex, energy, and momentum of the
candidate electron. Electron candidates are required to originate from the primary
vertex requiring that longitudinal impact parameter |z, sin(6)| < 0.5 mm' and transverse
impact parameter d,,> with significance |d,/ oy,| <5 where o is the uncertainty on
dy and to be calibrated with the procedure described in Ref. [60].

4.1.2 ldentification and isolation

The identification of electrons is based on a multivariate-analysis likelihood-based (LH)
approach, which takes variables based on measurements from the tracker and calorimeter
systems as inputs. Such variables, collectively called shower shapes, are shown in Table 4.1.
The ATLAS Collaboration defines four different LH discriminant values, so-called identifica-
tion WPs: VeryLoose, Loose, MediumLH, and TightLH. The efficiencies of identifying a
prompt electron with E = 40 GeV with Loose, MediumLH, and TightLH are 93%, 88%, and
80%, respectively. In this work, electron candidates are selected with the identification WP
TightLH [57]. Furthermore, to distinguish between prompt electrons, semileptonic decays of
hadrons and hadrons misidentified as electrons, specific criteria called isolation are imposed
on the activity in the vicinity around the electron candidate. The isolation criteria for the
electron candidates are based on the sum of E of clusters in the calorimeter or py of tracks

in a cone of AR = \/Anz + A¢2 around the electron candidate. In other words, the isolation

! 2, 1s the distance of closest approach to the primary vertex along the the z-axis.
2 dy is the transverse impact parameter relative to the beam-line.
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WPs are defined based on the sum of energies of topological clusters [57] within a cone
of size AR = 0.2 around the electron candidate and excluding cells corresponding to the
electron’s energy cluster ( calorimeter-based isolation) and/or the py of all tracks within a
cone of size AR = 0.3 around the electron candidate and excluding the electron’s track itself
(tracking-based isolation). In this work, electron candidates are isolated with the isolation
WP Gradient. This WP has an isolation efficiency (¢,.,) dependent on the p of the electron

18O

candidate but uniform in 7 (¢, = 90 (99)% at 25 (60) GeV).

4.2 Muons

4.2.1 Reconstruction

Muons are reconstructed from track segments which are built independently in the ID and
the MS systems [61]. The ID gives information regarding the tracks of the muon candidates
and distances from the interaction point (IP), while the MS provides information on the
momentum of the candidates with high precision. Furthermore, the calorimeters provide
useful information for reconstruction, especially in case of an energy loss. The reconstruction
of muon tracks in the ID is the same procedure as for electrons (described in Section 4.1),
whereas in the MS the track reconstruction is performed by fitting hits from the segments
in the MDT, RPC, TGC and CSC systems. Based on the information from the different
components of the ATLAS detector, four types of muon candidates are reconstructed:

* Combined (CB) muons are reconstructed using a global refit to the hits in the ID and
MS. First, the tracks are reconstructed independently in the ID and MS. Then, two
matching procedures are performed: firstly an inward extrapolation starting from the
MS tracks and matching them to the ID ones, and second an outward extrapolation
starting from the ID tracks and matching them to the MS ones. The second procedure
recovers the missing tracks of low p, which did not form a track segment in the first
procedure. The CB muon candidates have the highest purity among all types of muons.

* Segment-tagged muons have only one track segment in the MDT or CSC chambers,
which is matched to a track extrapolated from the ID. Such muon candidates either have
low pr or pass through the low-acceptance region of the MS.

* Calorimeter-tagged muons are reconstructed from tracks in the ID, which are matched
to energy deposits consistent with minimum-ionising particles. Even though these
muon candidates have the lowest purity among all types of muons, they still recover
regions of low acceptance of the MS, which are not fully instrumented due to the busy
environment of cables and equipment.

» Extrapolated muons are reconstructed from hits in the MS, forming a track which
is assumed to originate close to the IP. The track parameters take into account the
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Table 4.1: Shower shape variables of electrons and photons.

Name

Description

Variable

Hadronic leakage

Ratio of E in the first layer of the HCAL to Et
of the ECAL cluster (range: |n| < 0.8 or |n| >
1.52).

Ratio of E1 in the HCAL to E; of the ECAL
cluster (range: 0.8 < |n| < 1.37).

Rhadl

Rpag

Second layer of ECAL

Lateral shower width in the second layer of

ECAL. ~(SEm))/(SE,) - (ZEm)/(SE)* .
where E, is the energy and 7, is the pseudorapid-
ity of cell i and the sum is calculated within a
window of 3 x 5 cells.

Ratio of the energy in 3 X 3 cells over the energy in
3 x 7 cells centred at the electron cluster position.
Ratio of the energy in 3 X 7 cells over the energy in
7 x 7 cells centred at the electron cluster position.

W772

First (strip) layer of ECAL

Shower width in the first layer of ECAL,

\/(EEl-(i - imax)z)/(ZEi), where i runs over all
strips in a window of A X A¢ =~ 0.0625 x 0.2,
corresponding typically to 20 strips in 7, and i,
is the index of the highest energy strip.

Ratio of the energy difference between the max-
imum energy deposit and the energy deposit in a
secondary maximum in the cluster to the sum of
these energies.

Difference between the energy of the second
maximum and the energy with the minimum
value between the first and second maxima.
Ratio of the energy in the first layer to the total
energy in the ECAL.

Ratio of the energy outside the core of the three
central strips while still within seven strips to the
energy within three central strips.

Witot

E Ratio

AE

h
fside
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energy loss in the calorimeter. These muon candidates expand the muons’ acceptance
to regions that are not covered by the ID (2.5 < || < 2.7).

Since there is more than one type of muons, an overlap removal procedure is used to
remove the duplication of muon candidates sharing the same ID track, which is done as
follows. CB muon candidates have the highest priority, followed by the segment-tagged,
while the lowest priority is given to the calorimeter-tagged type. Furthermore, based on the
goodness of the fit and the number of hits, the overlap with the extrapolated muon candidates
is removed. In this work, only CB muons are considered since they have the highest purity
and provide coverage of |n| < 2.5.

Similar to electron candidates they are required to originate from the primary vertex, where
the longitudinal impact parameter |z, sin(#)| < 0.5 mm and transverse impact parameter
dy with significance |dy/o, | < 3. The candidates are also calibrated with the procedure
described in Ref. [61].

4.2.2 ldentification and isolation

Muon identification criteria are needed to distinguish prompt muons from muons coming
from hadron decays, mainly from pions and kaons decays. The various identification WPs
are defined using different requirements on quantities, like the number of hits in the ID
and/or the MS, the charge/momentum ratio between the ID and the MS tracks, and the
goodness of the combined-track fit. In this work, the Medium identification WP [61] is used,
which has the advantage of having minimum systematic uncertainties during calibration and
reconstruction. Similar to the isolation of electrons, the isolation of muons is also done by
placing requirements on track-based and calorimeter-based isolation variables. Here, the
FCTight_FixedRad isolation WP is used, which requires that muons satisfy:

« BP0 (1) < 0.15 and

o for pp <50GeV @ pye0p (1) < 0.04,
for pp > 50GeV :  pS/p(u) < 0.04,

t 20 . . . . . .
where EP°°°"" is a calorimeter-based isolation variable defined as the sum of energies

of topological clusters around the muon candidate excluding the energy of the muon itself
and py(u) is the transverse momentum of the muon. Both of py % and ps™2” are
track-based isolation variables defined as the scalar sum of all tracks’ transverse momenta
with a cone of AR around the muon candidate, excluding the muon track itself where the
former uses a variable-radius cone of AR = min (10GeV/p1(u), 0.3) while the latter uses a

fixed-radius cone of AR =0.2.
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4.3 Photons

4.3.1 Reconstruction

Photons and electrons produce similar signatures, in the form of electromagnetic showers,
when interacting with the ECAL. Therefore, their reconstruction is performed in parallel.
Photons are reconstructed using the same procedure as for electrons. Energy deposits in
the ECAL are clustered using a sliding-window algorithm. Then tracks are reconstructed
in the ID and matched to the clusters in the ECAL to check if the candidate is a conver-
ted/unconverted photon or simply an electron. If the ECAL clusters do not correspond to
either a conversion vertex or any track in the ID, then the candidate is reconstructed as an
unconverted photon. However, if the ECAL clusters are matched to a conversion vertex, the
candidate is reconstructed as a converted photon. Both types, converted and unconverted
photons, are considered in this work. Energies of the photon candidates are calibrated with
the procedure described in Ref. [62].

4.3.2 ldentification and isolation

Photons in this work are identified using rectangular cuts on the shower shape variables
described in Table 4.1. The identification of photons distinguishes between prompt photons
and background photons originating from decays of neutral hadrons (e.g. x> YY) or
QCD jets mimicking photons (jets deploying large energy fractions in the ECAL and are
mis-reconstructed as photons). The distinction is performed based on the prompt photons
depositing narrower energies in the ECAL and have smaller leakage to the HCAL compared
to background photons. Furthermore, non-prompt photons from ¥ - vy decays are
characterised by two separate local energy maxima in the first layer of the ECAL. There are
two WPs for the identification of photons: Loose and Tight. The Loose identification is based
on the shower shapes in the second layer of the ECAL and on the energy deposits in the
HCAL. The Tight identification makes use of the same info as in the Loose, but it adds to it
additional info from the finely segmented strip layer of the calorimeter. Since unconverted
and converted photons have slightly different shower shapes, the Tight identification criteria
are optimised separately for each of them. Moreover, due to the calorimeter geometry and
the effect on the shower shapes from different detector material, the identification WPs are
optimised as a function of the reconstructed photon candidate |7|. In order to enhance the
number of prompt photons, photons are required to be isolated. Isolation of photons is based
on the transverse energy in a cone of angular size AR around the photon candidate. Such
transverse energy depends on two quantities, calorimeter isolation and track isolation.

. EiTSO is the calorimeter isolation and is defined as the sum of transverse energies of
topological clusters [57] after subtracting the energy of the photon candidate and the
contribution from the underlying event and pile-up.
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Table 4.2: Isolation WPs of photons.

WP Calorimeter isolation Track isolation

FixedCutL. ES° <0.065-E iso <0.05-E
ixedCutLoose T |yreoa (¥) PT | pon ()

FixedCutTight ES° <0.022 - E+(y) +2.45GeV  pi <0.05-E
ixedCutTig T |speos () vV PT pos T(y)

FixedCutTightCaloOnly EiTSO
AR<0

, < 0.022- Ex(y) +2.45GeV -

. pifo is the track isolation and is defined as the sum of transverse momenta of all the

tracks with transverse momentum above 1 GeV. Further requirements of having a
distance to the primary vertex [52] along the beam axis |z, sin 8] < 3 mm and exclusion
of tracks associated with photon conversions must also be satisfied. In the ATLAS
Collaboration, there are three isolation WPs shown in Table 4.2. This work uses the
WPs Tight for the identification and FixedCutTight for the isolation of photons.

4.3.3 Shower shapes reweighting

As already discussed earlier, shower shapes play a major role in the identification and isolation
of photons. The simulation of the shower shapes in MC differs from the distributions in data.
This could happen owing to a mis-modelling of the simulation or/and a leakage from the
hadronic calorimeter, among other reasons. Therefore, a correction of the shower shapes is
needed so that the MC shapes match the data ones. A method to perform this correction is
described in Chapter 5.

4.4 Jets

4.4.1 Reconstruction

Quarks and gluons are colour-charged particles and, hence, they can not be observed
experimentally due to the colour confinement property of QCD. These partons hadronise
very quickly, forming a hadron which in turn decays to a collimated cascade of particles
collectively called a jer. Jets have associated tracks in the ID system and energy deposits
in both the ECAL and HCAL systems. In order to reconstruct a jet, a clustering algorithm
is needed to combine tracks in the ID system and energy deposits in the ECAL and HCAL
calorimeters. Such an algorithm must be collinear and infrared safe. This means it must
ensure that the jets are robust to collinear splittings and soft infrared radiations. In the
ATLAS Collaboration, the most commonly used algorithm is the anti-k, algorithm [63]. It
is a sequential clustering algorithm that uses topological cell clusters [64] as inputs. These
clusters are treated as massless pseudo-particles with four-momentum defined from the energy
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Figure 4.1: Jet clustering example using the k, (left) and anti-k, (right) algorithms. The figures are
sourced from Ref. [63].

and direction weighted by the barycentre of the cell cluster. The algorithm calculates two
parameters, the distance d,; between each pair of inputs, i and j, and the distance d; between
each input i and the beam axis as follows:

AR,
— > (4 la)

dy; = min(k;? . k;")
" R

J i’

— 2P
dig =ki; »

(4.1b)

where AR?J- =(y;,—Yy j)2 —(¢,— ¢ j)z and k, , y, and ¢ are the transverse momentum, rapidity,
and azimuthal angle of the input particle, respectively. R is the radius parameter which
controls the approximate cone size of the final jet. The parameter p determines the order
of the clustering where in the case of the anti-k, algorithm, p = —1, while in the case of k,
algorithm [65], p = 1. If p is positive, then the algorithm will cluster particles from softest to
hardest, while if it is negative, it behaves the other way around. The anti-k, algorithm then
identifies the smallest distance, which is the minimum of d;; and d,. If the smallest distance
is d; 75 then clusters i and j are combined. If d,; is the smallest, then i is called a jet and
removed from the list of clusters. This process is repeated for all the topological clusters until
no clusters are left in the list. The anti-k, algorithm results in more cone-like jets compared
to clusters combined with the k, algorithm which can be seen in Fig. 4.1.

In this work, jets are reconstructed using the anti-k, algorithm in the FASTJET implementa-
tion [66] with a radius parameter R = 0.4.

4.4.2 Calibration

Once jets are reconstructed, calibration techniques are used to calibrate their four-momenta
in the MC simulation and data. In general, there are two methods used in combination: MC-
based and in-situ techniques. The former is to correct the four-momenta of the reconstructed
jet to the particle-level truth jet, while the latter is to correct for the differences in jet response

32



4.4 Jets

: o : Jetarea-based pile= Residual pile-up
EM-scale jets Origin correction up correctior st

Jet finding applied to Changes the jet direction Applied as a function of Removes residual pile-up
topological clusters at to point to the hard-scatter event pile-up pr density dependence, as a
the EM scale. vertex. Does not affect E. and jet area. function of u and Npy.
Absolute MC-based Global sequential Residual in situ
calibration calibration calibration
Corrects jet 4-momentum  Reduces flavor dependence A residual calibration
to the particle-level energy  and energy leakage effects is derived using in situ
scale. Both the energy and using calorimeter, track, and measurements and is
direction are calibrated. muon-segment variables. applied only to data.

Figure 4.2: A schematic overview of the jet calibration steps in the ATLAS detector. The figure is
sourced from Ref. [67].

between data and MC. The calibration of jets is divided into several steps, as shown in
Fig. 4.2. First, the origin of the jet is corrected so that it points to the primary vertex rather
than the centre of the detector, which improves the resolution in 7. Next, the excess in
energy originating from the in-time and out-of-time pile-up is removed. In-time (out-of-time)
pile-up is defined as additional pp interactions from the same (neighbouring) bunch crossings.
This correction is done by subtracting the per-event pile-up contribution to the p of each
jet according to its area, hence an area-based correction. After this pile-up correction, a
dependency of the anti-k, jet py on the amount of pile-up remains. Therefore, a further
correction is applied, which is called residual pile-up correction. After pile-up corrections,
an MC-based calibration is used. It uses the absolute jet energy scale (JES) and n-calibration
to correct the four-momentum of the reconstructed jet to the particle-level true energy scale
and account for biases in the jet-n reconstruction. The next step is called the global sequential
calibration. It removes the residual dependencies due to differences in the composition of
quark- and gluon-initiated jets and accounts for energy leakage effects. The last step in the jet
calibration is called residual in-situ. It accounts for differences in the jet response between
data and MC due to the mis-modelling of the detector response and detector material in the
MC simulation.

4.4.3 b-tagging

The distinction between jets originating from hadrons with b-quarks, so-called b-jets, and
jets from hadrons with other quark flavours is essential for analyses studying properties of
the top quark, such as the one presented here. A property of hadrons with b-quarks, called
b-hadrons, is that they have a much longer lifetime than light-flavour hadrons and hence
travel for a measurable distance before they decay. Light-flavour hadrons are hadrons with u-,
d- or s- quarks. Therefore, b-hadrons can be identified by the presence of a secondary vertex
displaced from the primary vertex of the hard interaction. Furthermore, they are heavier and
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produce more energetic decay products compared to the light-flavour hadrons. In the ATLAS
Collaboration, a very common b-tagging algorithm is the MV2c10 [68]. It is a multivariate
discriminant algorithm that distinguishes between different jet flavours and uses as input the
following b-tagging algorithms:

* IP2D and IP3D impact parameter algorithms [69] are techniques that use the transverse
and longitudinal track impact parameters of the tracks associated with b-hadron decays
to identify the b-hadrons. The outcome of such algorithms is a log-likelihood ratio for
the possible combinations of different jet flavours.”

» Secondary vertex SVI [70] is an algorithm that reconstructs a single displaced secondary
vertex inside a jet. The reconstruction is performed by checking all possible two-track
vertices and rejecting tracks in agreement with the decay of long-lived particles.

* JetFitter [71] performs a topological reconstruction of the b-hadron decays inside the
jet. The algorithm is of high importance when a higher level of c- and light jet rejection
is needed while maintaining an intermediate b-jet efficiency.

In this work, the MV2c10 [68] algorithm is used with a WP of 85% b-tagging efficiency,
which corresponds to c- and light-jet rejection factors of 3.1 and 35, respectively.

4.5 Missing transverse energy

Some particles escape the ATLAS detector without any detection, i.e. they do not leave
tracks in the ID and do not deposit energies in the calorimeters. These invisible particles are
neutrinos in the case of the SM. They can also hint to other hypothetical weakly-interacting
particles in the case of theories beyond the SM. Their presence is detected indirectly owing

to the energy and momentum conservation in the transverse plane, and it is quantified as the

missing energy E7 . It is defined as the magnitude of pT " with an azimuthal coordinate of

™. The E?iss comprises two terms where the first one depends on the different objects
(electrons, muons, photons, jets and the hadronically-decaying 7-leptons that come from the
primary interaction, i.e. hard objects) in an event, and therefore they need to be well-calibrated
and reconstructed [72]. The second term is called the soft term, which depends on tracks in
the ID system or calorimeter energy deposits that are not associated with physics objects (soft
signals). The first term has a slight dependence on pile-up since it depends on well-calibrated
objects where the pile-up contribution is already accounted for and corrected. However,
the second term is not robust against pile-up and therefore further techniques are used to

: 2 miss miss miss . .
correct it. The E'7 has two components £, and E,", which are expressed in the x- and

y-components of the pi™™*, p?l(i;;:

3 The combinations are b- and light jet, b- and c-jet, and c- and light jet, where light jet is a jet with u-, d- or s-
quarks.
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4.5 Missing transverse energy

miss _ miss miss
Eqy = R T DR o (+2)
all hard objects all soft signals

miss

from which the E; " is calculated as:

ErTniss — \/(E)rcniss)Z + (E;niss)Z ' (43)
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CHAPTER 5

Shower shapes reweighting for photons

The photon shower shapes differ between MC and data due to mis-modelling of the simulation
and/or leakage from the hadronic calorimeter. The motivation for the study in this chapter is
to improve the agreement between data and MC shower shapes (for definitions of shower
shapes, see Table 4.1) by applying a correction to the MC shapes using a cell-based energy
reweighting of the photons. After applying the correction, the MC shower shapes of the
photons would better mimic those in the data.

In this chapter, the data and MC samples used in the shower shapes reweighting are
presented in Section 5.1. The method of cell-based reweighting of photons is introduced
in Section 5.2. The applied event selection and the approaches to obtain a pure sample are
described in Sections 5.3 and 5.4, respectively. Results of the study are presented at the end
of the chapter in Section 5.5.

5.1 Data and MC samples

This study is performed with pp collision data collected during the years 2015, 2016, and
2017 at /s = 13 TeV, with the corresponding integrated luminosities of 3.2 !, 33.0fb7",
and 44.3fb~, respectively. The total collision data correspond to an integrated luminosity
of 80.5fb™" and are required to have been collected while the ATLAS detector was fully
operational and satisfied quality criteria. The Z — ee’y MC samples used for this study are
generated with SHERPA 2.2.2 using the NNPDF3.0NNLO [73] and CT10 [74] PDF sets.

5.2 Cell-based energy reweighting of photons

The correction of the shower shape variables of photons is performed through a reweighting
to the cell-based energies of photons along the n-direction. In order to derive such correction,
photons are matched to clusters in the second layer of the ECAL with different sizes of
clusters in the 17-¢ space. More specifically, photons are matched to clusters with 7 X ¢ cells
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of sizes 3 X 7 in the barrel and 5 X 5 in the end-cap regions. In addition, a matching of
photons to a bigger-size cluster of 7 X 11 is also constructed which surrounds the 3 X 7 and
5 % 5 clusters. The reason behind the construction of the bigger cluster is to study the lateral
energy leakage. To construct the 7 x 11 cluster, two steps are needed:

* Firstly, the central cell of the cluster has to be located. The closest cell with the minimal
AR around the photon cluster which passes the selection is stored. Next, within a
AR < 0.5 around the located cell, a search for the cell with the largest energy deposit
is performed; as a result, such cell with the maximum energy is considered to be the
central cell of the cluster.

* Secondly, the construction of 7 X 11 cluster around the central cell is performed.
Important information like energies, 7 and ¢ are stored for the 77 cells; only a complete
number of 77 cells are kept.

Once the 7 X 11 cluster is built, the weights (to correct the MC simulation) are calculated
as ratios of the data energy per cell to the MC one along n-direction, E;iata / ElM €, where i is
the index of the cell.

5.3 Event selection

The cell-based energy reweighting is studied by investigating photons originating from the
radiative decay process of the Z boson, i.e. Z — eey. Such a process has the advantage
of having a relatively small fraction of backgrounds. The primary source of background
is due to photons originating from jets mimicking photons (from Z+jets). The selection is
applied such that events are required to include at least one primary vertex with at least three
associated tracks, an electron-positron pair, and one photon. Photons and electrons must
fulfil the criteria described in Table 5.1. Furthermore, a requirement on the mass of the
electron-positron pair is placed: 40 < m,, < 83 GeV. Despite the object and event selection
requirements, there still exists a large portion of background, as shown in the i, distribution
in Fig. 5.1. Therefore, additional approaches are needed to select a pure Z — eey sample, as
discussed in the following section.

5.4 Pure Z — eey sample

In order to study the effect of the cell reweighting on the shower shapes of prompt photons,
it is necessary to have a pure Z — eey sample. The aim is to remove the background
contamination in data, mainly in the peak region of the m,,,, distribution (see Fig. 5.1). After
applying the selection in Section 5.3, the remaining background contribution is accounted
for by a reweighting based on the signal fraction or by tightening the selection requirements.
Therefore, two approaches are tested where the first one is used as the benchmark, whereas
the second is used as a verification:
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Table 5.1: Object definition of electrons and photons for the cell-based energy reweighting of
photons. The MediumLH identification WP has an efficiency of 88% for selecting a prompt
electron with Er = 40 GeV. The GradientLoose isolation WP has an isolation efficiency of
95 (99)% at 25 (60) GeV [57].

Electrons Photons

pr > 10GeV Et > 10GeV
In| < 1.37,1.52<|n| <247 |n|<1.37,1.52<|n|<2.37
|d0 / O-dO | <10 —
|zo sin(6)| < 10 mm —

Identification MediumLH —

Acceptance

Isolation GradientLoose -

* The first approach is based on a signal fraction reweighting. This is performed by
fitting the m,,,, distribution in data, followed by a window cut of 80 < m,,, < 100 GeV.
The fit function is a combination of a Crystal-ball function (for signal) and fourth-order
Bernstein polynomial (for background). The fit is performed for each of the measured
Z — eey datasets (2015-2017) independently. An example of the fit for the dataset of
the year 2017 can be seen in Fig. 5.2. The fits for the datasets corresponding to 2015
and 2016 can be seen in Appendix A. Afterwards, from the post-fit results a signal
fraction weight W, is estimated in each bin of the m,,,;:

signal

W = . 5.1
™ signal + background .1

These weights are then applied to the shower shapes of data to correct for the background
contamination. An example of the weights calculated from the fit to the 2017 dataset
can be seen in Fig. 5.3. The weights corresponding to the datasets of the years 2015
and 2016 can be found in Appendix A.

* Additionally, a second approach is used to verify the first one, by applying a photon
isolation WP FixedCutLoose' , followed by a window cut of 80 < m,,,, < 100 GeV.

The two approaches are compared to the nominal case where the latter represents applying

only the event selection (see Section 5.3) without any further requirements to reduce the
background. The results of the two approaches in the inclusive n region for converted and
unconverted photons are discussed in Section 5.5.1. The results of the cell reweighting
correction are shown in Section 5.5.2.

! This WP is chosen as loose as possible to avoid causing a bias in the shower shapes, which are intended to be
corrected in the first place.
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Figure 5.1: Invariant mass distribution of m,,,,, in data (black) and MC (red) in the inclusive n region:
0 < |n(y)] < 1.370r 1.52 < |p(y)| < 2.37 for inclusive (converted and unconverted) photons.
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Figure 5.3: Example of signal fraction weights W, calculated from the post-fit results of the Z — eey

data for the year 2017 using Eq. (5.1).
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5.5 Results of cell-based reweighting

5.5.1 Background reduction

Fig. 5.4 shows the m,,,, distribution in the data and the MC simulation for converted (left
column) and unconverted (right column) photons. The first row displays the data distributions
without applying any additional requirements beyond the selection in Section 5.3. The second
and third rows show the data distributions after applying the first and second approaches,
respectively. The behaviour of the two approaches is similar, where most of the background
contribution is removed. The first approach is chosen as the benchmark for all the results in
the main body of the thesis, while the results of the second approach and more studies, such
as showing the distributions in different slices of 77, can be found in Appendix A.

5.5.2 Cell-based energy reweighting

As an example, in the case of R, distribution, the top and bottom plots of Fig. 5.5 show the
modelling of the shower shape for converted and unconverted photons, respectively. The data
distributions to the right have the first approach applied to them, whereas the data distributions
to the left do not have any requirements beyond the event selection. The shapes of the data in
the left column look similar to those of the right, indicating no bias due to the first approach
background reduction. This can be seen for the rest of the shower shapes as well.

In order to examine the impact of the cell-based reweighting correction, the MC shower
shapes before and after correction are compared to those of the data , which can be seen, for
example, for R, in the right plots of Fig. 5.5. The correction for R, gives a better agreement
with data for both converted and unconverted photons. For R, the correction, in general, does
not improve the agreement significantly, as can be seen in Fig. 5.6. For R, .4, fi, ERraio and
AE, they are similar to R, and are shown in Appendix A. The correction for w,, provides a
better agreement with data, as shown in Fig. 5.7. The improvement for converted photons
is more enhanced than the unconverted photons. For w,, the correction gives a moderate
improvement at the lower and higher tails of both converted and unconverted photons
distributions, as shown in Fig. 5.8. For f4., the correction gives a noticeable improvement
in the case of converted photons as can been seen in Fig. 5.9, while for unconverted photons,
the correction slightly improves the agreement with data.

In summary, the results of the cell-based energy reweighting of photons show a good
improvement in the agreement between data and MC shower shapes, especially for the R, ,
Wpa, Weor ad fiqe shower shapes. However, for the rest of the shower shapes, i.e., Ry, Ry,q1.
f1» Eraiio and AE, the correction does not improve the data/MC agreement significantly.
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Figure 5.4: Invariant mass distributions of m,, ey in data (black) and MC (red) in the inclusive 7 region:
0 < |n(y)] < 1.370r1.52 < |n(y)| < 2.37. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), first approach (middle), and second
approach (bottom). In the middle and bottom rows, the background contribution in Z — eey data has
been further reduced using either the first or second approach, respectively, while in the top row, no
requirements are added beyond the event selection described in Section 5.3. 43
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Figure 5.6: R ® distributions in data (black) and MC before (red) and after (blue) cell-based correction
in the inclusive 7 region: 0 < |[7(y)| < 1.37 or 1.52 < |n(y)| < 2.37. In the top (bottom) row for
converted (unconverted) photons, two distributions are shown: nominal event selection case (left) and
first approach (right).
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Figure 5.7: W distributions in data (black) and MC before (red) and after (blue) cell-based correction
in the inclusive 7 region: 0 < |[7(y)| < 1.37 or 1.52 < |5(y)| < 2.37. In the top (bottom) row for
converted (unconverted) photons, two distributions are shown: nominal event selection case (left) and
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5.5 Results of cell-based reweighting

> [ ]

<' 0.12? ]

F Vs=13 TeV, 80.5 fts’ .

0.1f Convertedy : ZDa_t)aeeY MC -

L — Z— eey MC Corrected_|

0.08F -

0.06F 1

0.04 .

0.021- 1

of q

O T T \¢
1

= ‘2‘ TS
8 lPeae8eaep?9eP9992peo000qee B85 0T | | L L,

05 1 15 2 25 3 35 4

Wstot

= r ]
< 0'16: 3]
0.14F Vs=13TeV, 80.5 ' Dat =
F Unconvertedy M Za—>aeey MC ]
0.12 — Z— eey MC Corrected-|
0.1 -
0.08F =
0.06- -
0.04F =
0.021 =
0: ‘ "0000 3
O T T T T T T T T T T T T T T
Q 4 T T T T T wgzw%
3 2 008080°
8 leeaspeqecpqapeqoepeqelOiBiT L 1L,
0.5 1 1.5 2 25 3 35 4
Witot

Figure 5.8: w

stot

<

Data/MC

A U.

Data/MC

S5
0.12

0.1

0.08

0.06

0.04

0.02

oo N A

0.16
0.14
0.12

0.1
0.08
0.06
0.04
0.02

oco N A

Vs=13 TeV, 80.5 '
Col

nvertedy : Eﬂaée?k (

C
— Z— eey MC Corrected

1st approach

.
ORI 30

60 40298308009980989p090009008868505° > © |
5 1 15 2 25 3 35 4
WStOl

Vs=13 TeV, 80.5 fb'
Un

convertedy . gziae-egklﬁ.

C
— Z— eey MC Correcte

1st approach

‘\\\‘\\\‘\\\‘\\\‘\\\?‘\\\‘\\\‘\

.
.

.

.

.

.

L

HH“H‘“H“HH‘HH‘HH.‘H‘.‘A
AN SLTAT

o99000880°086090900p0088888868C0P 70" |
5 1 15 2 25 3 35 4
WStOl

distributions in data (black) and MC before (red) and after (blue) cell-based correction

in the inclusive 7 region: 0 < |[7(y)| < 1.37 or 1.52 < |n(y)| < 2.37. In the top (bottom) row for
converted (unconverted) photons, two distributions are shown: nominal event selection case (left) and

first approach (right).

47



Chapter 5 Shower shapes reweighting for photons

5 0.45: B o) 0'45: E

< 04 4 < o04F =

F Vs=13TeV, 80.5 b’ 1 F \s=13TeV, 80.5 fb’ 1

0.351 Converleds 0ot we 0.35 Convertedy S Bge

E — Z— eey MC Corrected = — Z — eey MC Corrected

0.3 E 0.3 E

0.25(~ E 0.25F 1t approach E

0.2 E 0.2 E

0.15E <5 = 0.15F =

0.1 : E 0.1 . =

0.05E . = 0.05F- . E

e | | | | e e o1, 0E ! ! \ \ N 3

o) 6 T O 6 AR
D s 4

s ot SRR I R BEEN

© © oo o, 0 8,6 8 o o

a IR TR T T fa] L0 10,08180%18 081 S e b

00 0.1 02 03 04 05 06 0.7 08 09 1 00 O 1 0. 2 05 06 0.7 0.8 1

fside fside

= o05F 4 2 os- .

< r ] < r ]

[ Vs=13 TeV, 80.5 fi5' pat i [ Vs=13TeV, 80.5fb" Data - Bk 4

0.4 Unconvertedy 2 2 eey MC 1 0.4 Unconvertedy 2% ey M —

C — Z — eey MC Corrected-| C — Z— eey MC Corrected |

0.3 - 03 45t approach B

0.2 - 0.2 -

0.1 - 0.1 -

C: 2i° *le o4 o . 0: 2. ®ie ols o4 1

O TTTT \\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\‘\\\‘T\\l‘\\\\ O TTTT \\\\‘\\\\‘\\\\‘\\\\ \\\\‘\\\\‘\\\\‘1\\\‘\\\\

= AN s ¢ b

3 5 8° g SEe ety

© 2 < 2

o 2181801012918 Sl bl Ll a 2818912918 810 Sl L

00 0.1 02 03 04 05 06 07 08 09 1 OO 0.1 02 03 04 05 06 07 08 09 1

fside fside

Figure 5.9: f;,. distributions in data (black) and MC before (red) and after (blue) cell-based correction
in the inclusive 7 region: 0 < |[7(y)| < 1.37 or 1.52 < |5(y)| < 2.37. In the top (bottom) row for
converted (unconverted) photons, two distributions are shown: nominal event selection case (left) and
first approach (right).
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CHAPTER 6

Data and MC simulation for ¢ty + tWy
measurement

In this thesis, the fiducial differential cross-section of the combined 7y and tWy process in
the ey decay channel is measured. The signature of signal events can be mimicked by other
physics processes, which are called background processes. Therefore, MC simulations are
compared to data to determine the composition of signal and background processes.

In this chapter, the data used to perform the measurement is discussed in Section 6.1. A
summary of steps to generate an MC simulation is discussed in Section 6.2. The simulation
of signal and background processes is discussed in Section 6.3 and Section 6.4, respectively.
The method of overlap removal between the samples is illustrated in Section 6.5.

6.1 Data

The measurements presented here are performed with data collected by the ATLAS detector
during Run 2 of the LHC in the period of 2015-2018 at v/s = 13 TeV. A subset of the total
collected data is considered good if the detector was fully operational and the recorded data
satisfied certain quality criteria. These data correspond to integrated luminosities of 3.2,
33.0,44.3, and 58.5 b for the the years 2015 to 2 018, respectively, i.e. a total integrated
luminosity of 139 fb~!. The mean number of interactions per bunch crossing (pile-up) for the
data recorded in the years 2 015-2 018 with the ATLAS detector is shown in Fig. 6.1.

6.2 MC simulation

MC simulations are needed to estimate the contribution of different physics processes in
the measured data. They are also used to evaluate efficiencies, migration, and acceptance,
which are discussed in Chapter 8. Furthermore, they are used to account for the in-time
and out-of-time pile-up by superimposing hard-scattering (discussed below) events with
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Figure 6.1: Pile-up distributions for the data recorded by the ATLAS experiment in the years
2015-2018. The figure is sourced from Ref. [75].

minimum-bias interactions generated with PYTHIA 8 [76]. The MC simulations are produced
through different steps: event generation, detector simulation and digitisation of the deposited
energy. The final output of these simulations can then be run through the ATLAS trigger and
reconstruction algorithms to compare the corresponding objects in the measurement and the
simulation.

Event generation

The first step is to generate events mimicking the production rate and kinematic properties of
the processes under study. This step is called event generation, and it comprises different
consequent processes; the first one is called hard scattering. The Matrix Element (ME)
calculation of the hard scattering process is performed in the perturbation theory at fixed
order. In the hard scattering, collisions of protons are simulated where the PDF determines
the probability that the partons in the protons collide.

Next is the showering process, which simulates the radiation of gluons and photons, called
QCD and QED radiations, respectively. These radiations are called Initial State Radiation
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6.3 Simulation of signal

(ISR) if they come from the incoming partons and Final State Radiation (FSR) if coming
from the outgoing particles. The simulation of such radiations is a complex process because
partons radiate gluons, which can, in turn, emit further gluons—since gluons carry color—or
produce gq pairs. This leads to the formation of a cascade of particles called the parton
shower.

The last step in the event generation is the hadronisation process, where partons form
hadrons and decay to stable particles. Hadronisation occurs due to the confinement property
of QCD (see Section 2.1).

Detector simulation and digitisation

Once events are generated, they are fed to the second step which is the detector simulation.
The full simulation of the ATLAS detector is done using the GEANT4 [77-79] by modelling
the physics of the traversing particles and their interactions (hits) through their trajectories in
the different systems of ATLAS. Such simulation is continuously updated so that it becomes
faster and more accurate. Furthermore, to estimate some of the modelling uncertainties, a
fast simulation known as ATLFAST-II [79, 80] is employed to avoid the intensive computation
needed for the full simulation.

6.3 Simulation of signal

This thesis aims to compare the measurement with the NLO theory prediction of the process
pp — blvblvy in the eu channel [9]. It was not feasible to simulate this 2 — 7 process, so
the signal process is instead simulated as the combination of the double-resonant 77y and
single-resonant tWy.

Double-resonant ¢ty

The tty process is simulated as a2 — 7 process with the MADGRAPHS_aMC @NLO generator
[81] and the NNPDF2.3L.O PDF set where the ME is at LO accuracy in QCD including the
decay of the top quarks and using a filter to produce final states with at least one charged
lepton. The events are generated for the process pp — blvblvy where the photon is radiated
off the incoming charged partons (ISR radiations from the g4 annihilation), intermediate top
quarks, b-quarks, intermediate W bosons, or the charged decay products of the intermediate
W bosons. To ensure infrared and collinear safety, photons are required to have pp > 15 GeV
and |n| < 5.0 and leptons to have || < 5.0. Furthermore, the photons are ensured to be
isolated where a AR > 0.2 between the photon and any charged lepton of the seven final-state
particles is kept. The top-quark mass is set to 172.5 GeV in this and all other samples,
including top quarks. The renormalisation ui and factorisation up scales are chosen to be
dynamic and are calculated as
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1
Hr = Hp =5 X Eﬂ/miz +p%,i’ (6.1)

where m; and pr; are the mass and transverse momentum of particle i, respectively, where
i runs over all particles generated from the ME calculation. In order to model the parton
showers, the hadronisation, the fragmentation, and the underlying event, the event generation
is interfaced to PYTHIA 8 (v8.212) with the A14 [76] parameter tune. The EVTGEN [82] is
employed to model the heavy-flavour hadron decays.

Single-resonant tWy

The tWy process is simulated with two complementary samples generated with the MAD-
GrAPHS5_aMC@NLO generator at LO in QCD and the NNPDF2.3L.O PDF set. The first
sample simulates the pp — tWvy process in the five-flavour scheme while assuming the top
quark to be stable. In the five-flavour scheme, the b-quarks are treated as massless where
they are assumed to be in the initial state, meaning that they are considered partons in the
protons. This simplifies and gives a more accurate calculation compared to the four-flavour
scheme. The first sample includes photons radiated during the production of the top quark
and the W boson or radiated from the initial state particles. The second sample simulates
the pp — bWbWry process in the five-flavour scheme where the photon is radiated from
any other charged final-state particle. The two samples are complementary since the first
one simulates the radiation of photons during production while the second simulates the
photons during decay, which are combined to give the full simulation of the tWy process.
Similar to the 7ty sample, both tW+y samples are interfaced with PyTHiA 8 (v8.212) for parton
showering using the A14 tune and use EVTGEN to model the heavy-flavour hadron decays.
Also similarly to the #7y sample, photons are required to have py > 15 GeV and photons and
leptons are required to have |n| < 5.0. Furthermore, a AR > 0.2 between the photon and any
charged lepton of the seven final-state particles is maintained.

6.4 Simulation of background processes

The background events come from different processes, which are simulated using the samples
enlisted below.

(WylZy) + jets

The Wy+jets and Zy+jets processes are generated using different versions of the SHERPA
generator [83, 84]. The Wry+jets events are generated with the SHERPA 2.2.4 at NLO accuracy
in QCD using the NNPDF3.0NNLO PDF set, and the Zy+jets events are generated with
SHERPA 2.2.4 using the same PDF set. All Wy+jets/Zy+jets events are normalised to the
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6.4 Simulation of background processes

cross-sections of the corresponding MC simulation. The SHERPA generator simulates all the
event generation steps, from the hard scattering to the final observable particles—including the
parton showering step. All the samples are matched and merged by the SHERPA-internal parton
showering based on Catani—Seymour dipoles [85, 86] with the MEPS @NLO prescription
[87—89]. Virtual corrections for the NLO accuracy in QCD in the matrix element are provided
by the OpenLoops library [90, 91].

tt

Inclusive ¢ production is generated with POWHEG-Box v2 [92-94] at NLO accuracy in
QCD. The PDF set used is the NNPDF3.0NNLO [73]. The generated ¢f sample is interfaced
with PYTHIA 8 (v8.230) with the A14 tune [95]. The ¢f events are normalised to NNLO in
perturbative QCD using the TOP++2.0 program which includes a soft-gluon resummation to
NNLL precision (see Ref. [31] and references therein).

(WIZ) + jets

Production of a W or a Z boson in association with additional jets is simulated using SHERPA
2.2.1[83, 84] at NLO accuracy in QCD. The simulation is performed using NNPDF3.0NNLO
in combination with a dedicated tune provided by the SHERPA authors. The samples are
normalised to the NNLO cross-sections in perturbative QCD [96].

Diboson

Events with two vector bosons, i.e. W W, W Z and Z Z, are generated with SHERPA 2.2.2 for
the purely leptonic decays and with SHERPA 2.2.1 for all other decays, at LO accuracy in QCD.
The simulation is done using the NNPDF3.0NNLO PDF set combined with a dedicated tune
provided by the Sherpa authors. The samples are normalised to NLO cross-sections in QCD
[97].

v

Events with a t7 pair produced in association with a W or a Z boson (¢7V) are generated
at NLO at the ME level with MADGRAPHS_aMC@NLO using the NNPDF3.0NNLO PDF
set. The parton shower is simulated with PyTHIA 8 (v8.210) for which the A14 tune is
used in conjunction with the NNPDF2.3L.O PDF set. The samples are normalised to NLO
cross-sections in QCD and electroweak theory [98].
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6.5 Overlap removal between samples

This analysis uses two types of samples, dedicated and inclusive. Inclusive samples simulate
processes generated at ME level without explicitly including a photon in the final state.
Dedicated samples are those that simulate processes generated where photons are included in
the ME. The dedicated samples have the advantage of having higher accuracy in simulating
photon radiations compared to the inclusive ones. However, the dedicated samples have
kinematic requirements placed on the photons to avoid infrared and collinear limits, where
the emission angles and momentum fractions of photons are small. As a result, events with
photons below the kinematic thresholds can only be estimated from the inclusive samples.
The samples for tty, tWvy, and Vv are all dedicated samples where V is either a W or a Z
boson. Inclusive samples do not include photons from the ME; however, they include photons
radiated during the parton shower, i.e. they include both ISR and FSR. This means that there
is a probability of double-counting the events when both dedicated and inclusive samples
are used together, e.g. when using the 7#y, tWy, and Vy dedicated samples together with
the corresponding #7, associated tW, and V+jets inclusive samples. Therefore, an overlap
removal procedure is required.

Since the dedicated samples have photons simulated with higher accuracy compared
to the inclusive ones, the events in the dedicated samples are kept whenever an overlap
occurs—while removing the events in the inclusive samples. The dedicated samples have
kinematic requirements applied to the photons at the ME level of pr(y) > 15GeV and
AR(y,1)min > 0.2. Therefore, all events in the inclusive samples with a parton-level photon
in the phase space defined by the above requirements are removed.

In order to perform such a procedure, first, the overlap removal algorithm makes a list of
photon and charged-lepton candidates that are generated at the ME level. These candidates are
ensured to be true photons and true charged leptons using their PDG ID' values. Furthermore,
they must originate from the primary interaction and not from hadronic activity or interactions
with the detector. Once the list is created, photon candidates are removed if they do not have
pt > 15GeV. The remaining photon candidates are checked if they have a nearby charged
lepton candidate within a cone of AR = 0.2. If they do, then such photon candidates are
removed. After the last removal step, if photon candidates are still present, the event is tagged
to fall in the overlap region, and the event is removed for the inclusive samples.

"tisa particle numbering scheme following the Particle Data Group (PDG) conventions to identify (ID)
particles.
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CHAPTER 7

Object and event selection

The tty + tWy events in the eu decay channel are characterised by the presence of exactly
one high-pr v, le, 1u, missing transverse energy, and b-jets from the decay of the top quarks.
In order to select those events and reject background processes, object and event selections
are chosen. The object-level and event-level selections are described in Section 7.1 and
Section 7.2, respectively.

7.1 Object-level selection

The selection applied to the objects used in this thesis: electrons, muons, photons, jets, and
b-jets is described below. The definition of such objects, i.e. their reconstruction and their
identification and isolation, are described in more details in Chapter 4.

Electrons

Electron candidates are required to have pp > 25 GeV and calorimeter cluster pseudorapidity
|7e1us] < 2.47, excluding the crack region between the barrel and the end-caps of the ECAL
(1.37 < |ngysl < 1.52). They are also required to pass the TightLH and Gradient, identification
and isolation WPs (described in Section 4.1), respectively.

Muons
Muon candidates are required to have pp > 25 GeV and || < 2.47. They are also required

to pass the Medium and FCTight_FixedRad, identification and isolation WPs (described in
Section 4.2), respectively.
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Photons

Photon candidates are required to have E+ > 20GeV and || < 2.37, excluding the crack
region between the barrel and the end-caps of the ECAL (1.37 < |17,4,s] < 1.52). They are also
required to pass the Tight and FixedCutTight, identification and isolation WPs (described in
Section 4.3), respectively.

Jets

Jet candidates are required to have E; > 25 GeV and || < 2.5. Candidates that have large
contributions from the pile-up are removed once identified by the Jet Vertex Tagger [99].
Furthermore, jet candidates are tagged as b-jet candidates using the b-tagging algorithm
MV2c10 with a WP of 85% efficiency (described in Section 4.4.3).

Overlap removal

The same energy clusters or tracks could be used more than once to reconstruct objects,
which causes overlap between reconstructed objects. This overlap is removed as follows:

* Firstly, electron candidates sharing the tracks with muon candidates are removed. Also,
if any jet candidates are found within a cone of AR = 0.2 around any remaining electron
candidate, the jet candidates are removed.

* Secondly, if any electron candidates are found within a cone of AR = 0.4 around any
remaining jet candidates, the electron candidates are removed.

 Thirdly, if the distance between any muon candidate and any jet candidate is AR < 0.4,
then the muon candidate is removed if the jet candidate has more than two associated
tracks, otherwise the jet candidate is removed.

* Finally, if any photon candidates are found within a cone of AR = 0.4 around any
remaining electron or muon candidates, the photon candidates are removed. Furthermore,
if any jet candidates are found within a cone of AR = 0.4 around any remaining photon
candidates, the jet candidates are removed.

7.2 Event-level selection

Events are required to have at least one reconstructed primary vertex, which has at least
two reconstructed tracks that are associated with it. Events that fired at least one of the
single-lepton triggers in Table 7.1 are selected. Furthermore, events are required to have the
following requirements:
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7.2 Event-level selection

Table 7.1: The single-electron [100] and single-muon [101] triggers. Each trigger is represented as
HLT_ < type >< pp > _<ID > _ <ISO >, where type is the object’s type whether an electron or a
muon, pr is the transverse momentum threshold, and ID and ISO are the identification and isolation
WPs, respectively.

Data-taking year Lepton pp  Single electron Single muon
HLT _e24 lhmedium_L1EM20VH HLT mu20 _iloose L1MU15
2015 >25GeV  HLT _e60_lhmedium HLT_mu50

HLT _e120_Ilhloose

HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium
2016 >27GeV  HLT e60 lhmedium_nodO HLT_mu50
HLT _e140_lhloose_nod0

HLT_e26_lhtight_nodQ_ivarloose = HLT_mu?26_ivarmedium
2017 > 28GeV  HLT _e60_lhmedium_nodO HLT_mu50
HLT_e140_Ihloose_nod0O

HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium
2018 >28GeV  HLT e60_lhmedium_nodO HLT_mu50
HLT _e140_Ihloose_nod0

 Events are required to have exactly one electron and exactly one muon with p > 25 GeV
for each of them. In each event, the offline p; requirements for the electron and the
muon which are matched to a fired single-lepton trigger are 25, 27, and 28 GeV for
the years 2015, 2016, and 2017-2018, respectively. This increase in the offline py
thresholds follows the increase in the corresponding thresholds of the single-lepton
triggers (see Table 7.1).

* In each event, the electron and the muon must have opposite-sign charges and their total
invariant mass m,, > 15GeV.

* Events are required to have exactly one photon with p > 20 GeV, for which the angular
distance to any lepton is required to be AR > 0.4.

* Events must have at least two jets with pp > 25 GeV, out of which at least one jet is
b—tagged.

The above event selection is applied to both data and MC samples. Selected events of the
signal are tfy eu and tWy eu, which represent the events of the ¢ty and tWy processes in
the ey decay channel, respectively. The eu decay channel has the advantage of providing
a clean final state with a small background contribution. Selected events of the ¢fy and
tWy processes where the W boson decays to an intermediate tau which in turn decays to an
electron or a muon, are not included in the signal (following the theory calculation [9]) and
are considered to be a background called Other tty/tWry. This category also includes tty
events in the single-lepton decay channel with one prompt lepton and another lepton that
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is either non-prompt or a jet that is mis-reconstructed as a lepton. Selected events of the
non-tty/mon-tWvy backgrounds can be grouped into three categories:

* h-fake: it corresponds to events where hadronic activity fakes the signature of a photon
in the detector, for example, a jet that is mis-reconstructed in the detector as a photon.
It also contains events with non-prompt photons coming from hadron decays, e.g.

7’ - vy. Furthermore, it includes events with a prompt photon, where the prompt

photon is not reconstructed in the detector or does not pass the selection requirements,

but instead, an h-fake photon does.

* e-fake: it corresponds to events where an electron mimics a photon signature at the
reconstruction level. It also includes events with a prompt photon, where the prompt
photon is not reconstructed or does not pass the selection requirements, but instead, an
e-fake photon does.

* Prompt y background: it corresponds to any background events with a prompt photon,
e.g. Wy+jets, Zy+jets, WW +vy, ZZ + v, QCD + .

The number of selected events in data and signal and background samples after applying
the event selection is summarised in Table 7.2. In the table, the combined event yields of the
tty eu, tWry eu, and Other tty/tWy processes are scaled so that the total MC event yields
(for all processes: signal and background) match those of the data. The processes tfy eu,
tWy eu, and Other tty/tWy are simulated at LO in QCD, whereas the non-tfy/non-tWy
background processes are simulated at NLO in QCD, or their cross-sections are scaled with
k-factors to be at NLO. This means that the former underestimate their expected number of
events, and hence they are scaled. Moreover, to correct for detector effects, coming from
the efficiency of the reconstruction and identification of objects, a correction is applied to
the MC simulation to match the data. The uncertainties in the table represent the statistical
and systematic uncertainties added in quadrature. A description of the sources of systematic
uncertainties is illustrated in Chapter 9.

The eu channel has a high signal purity, where the combined ##y + Wy signal events
comprise 84% of the total MC event yields. This is a huge advantage of the eu channel
compared to other decay channels, e.g. the single lepton channel suffers from a much larger
background contribution of around 40% [7]. Fig. 7.1 shows the percentage of each of the
different MC simulations for signal and backgrounds. The largest background is the Other
tty/tWy category with a contribution of 9%, followed by the h-fake and the prompt y
background categories with 3% each. The e-fake category has the smallest contribution of
only 1%.

In order to examine the description of data by the simulation, distributions of various
observables are shown in Fig. 7.2. The top row of the figure shows examples of the
distributions of the transverse momentum of the electron and the muon, while the lower row
shows the distributions of the St observable and the invariant mass of the two leptons. The St
is defined as the scalar sum of the transverse momenta of the electron, the muon, the photon,
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7.2 Event-level selection

Table 7.2: Event yields after event selection in data and MC simulation. The MC simulation is
corrected with factors that compensate for detector effects. The ¢7y and tWy samples are scaled to
match the event yields in data. The quoted uncertainties represent the quadrature sum of the statistical
and systematic uncertainties (see Chapter 9).

Events

tty eu 2391 + 130
tWy eu 156 + 15
Other try/tWy 279+ 15
h-fake 78 + 40
e-fake 23+ 12
Prompt y bkg. 87+ 40
Total 3014 £ 160
Data 3014

Wity ep W Other tty/tWy
H{Wy eu B h-fake
e-fake Prompty

Figure 7.1: Percentages of reconstructed events of signal and background processes after applying
event selection.

jets, and the missing transverse momentum. Similar to Table 7.2, the combined yields of the
tty eu, tWy eu, and Other tty/tWy categories are scaled to match the event yields of data. A
good agreement between the shape of the distributions in data and MC within uncertainties is
observed, where the shaded bands include both the statistical and systematic uncertainties
added in quadrature.
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Figure 7.2: From left to right and top to bottom: Distributions of electron p, muon pr, St, and
invariant mass of the two leptons m(l,). The combined yields of the tfy eu, tWy eu, and Other
tty/tWy categories are scaled to match the event yields of data. The distributions include the overflow
in the last bin, and in the case of the S, the underflow is included in the first bin. The distributions
show the number of events divided by the bin width. The shaded bands represent the total statistical
and systematic uncertainties (see Chapter 9), and the vertical error bars represent the Poissonian
statistical fluctuations on the data points. The ratio of data to the MC prediction is shown at the bottom

of each distribution.
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CHAPTER 8

Analysis strategy

This analysis presents measurements of the combined 7y + tWy differential cross-section
in the ey channel. The measurements are performed in a fiducial phase space defined at
parton level. They are measured as functions of photon kinematic observables, the angular
distance between the photon and the leptons, and angular separations between the two leptons.
Furthermore, this analysis studies both the absolute and normalised differential cross-sections.
The absolute differential cross-sections probe the ¢y + tW+y production rate and the associated
shape of the distributions as a function of the measured observable, whereas the normalised
ones investigate only the shapes of the distributions but with higher precision. Moreover,
the measured signal is corrected to remove distortions introduced by the detector due to its
limited efficiency, acceptance, and resolution. This correction is done with the unfolding
procedure. The performance of such a procedure is validated with various statistical tests.

The fiducial phase-space definition is described in Section 8.1. The description of the
absolute and normalised differential cross-sections is discussed in Section 8.2. Section 8.3
introduces the description of the unfolding method and its validation tests as well as the
binning optimisation study.

8.1 Fiducial phase-space definition

The fiducial phase space is chosen as close as possible to the kinematic requirements applied at
detector level, such that final-state physics objects are produced within the detector acceptance.
It has the advantage of allowing the comparison between theory and experiment without
any extrapolation beyond the experimental acceptance. Another advantage is that different
experiments can compare their results of the same process if they use a common definition of
the fiducial phase space. In practice, this phase space is chosen according to the kinematic
requirements of the signal process. In order to compare with the theory predictions, the
definition of the fiducial region was discussed with the authors of Ref. [9] who provided a
dedicated calculation that matches that of the fiducial one of the experiment. The kinematic
requirements in the dedicated predictions are looser than those of Ref. [9], which reduces
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Chapter 8 Analysis strategy

the statistical uncertainties of the measurements—looser kinematic requirements translate to
more events passing the selection and hence smaller statistical uncertainties.

The fiducial phase space is defined at parton level, meaning that objects are coming from
the matrix element calculation and before the showering and hadronisation processes. Objects
are defined as follows.

Leptons (e, u)

Leptons are defined as stable particles after FSR and they are dressed ! with nearby photon
radiations within a cone of AR = 0.1 around the lepton. They must originate from the W
boson decays and are required to have pr > 25 GeV and || < 2.5.

Photons

Photons are required not to come from hadron decays. They are required to be well isolated
from any nearby jets using a modified-cone approach which is described in detail in Ref. [102].
The approach ensures a AR > 0.4 between the photon and the b/b-jet. This approach is
also used in defining photons in the theory calculation [9], so that soft and collinear safety is
ensured. Photons must have E > 20 GeV and || < 2.37.

b-jets

b-jets are obtained by running the anti-k, algorithm over all radiated partons from the two
b-quarks —including the b-quarks themselves—and from the two initial partons using a
distance parameter R = 0.4. b-jets are required to include a b-quark coming from the decay
of the top quark. Additionally, they are required to have pp > 25 GeV and || < 2.5.

Events are required to fulfil the following criteria.

Exactly one electron and exactly one muon coming from the W boson decays. Events
with leptons coming from intermediate 7-leptons are rejected.

Exactly one photon.

Exactly one b-jet and exactly one b-jet.

A AR > 0.4 between objects is required; between the lepton and the photon, the lepton
and the b/b-jet, the electron and the muon, and between the b-jet and the b-jet .

! Dressed leptons mean that the four-momenta of the photons that do not come from hadron decays (soft
emission radiation) and are nearby the lepton are added to the four-momentum of the lepton.
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8.2 Differential cross-sections

8.2 Differential cross-sections

The measurements are carried out as functions of various observables which allow probing
interesting keystones of the SM, such as the ty coupling. The chosen observables are listed
below.

* Transverse momentum of the photon: pr(7y).

* Absolute pseudorapidity of the photon: |1(y)]|.

* Minimum angular distance between the photon and the leptons: AR(y, [)in-

* Absolute angular separation along the n-direction between the two leptons: |An (1, [)|.

* Angular separation along the ¢-direction between the two leptons: A¢([,1).

The photon-related observables allow probing the ty coupling. One example of a sensitive
observable is the AR(7y, [),,i,» Which is related to the angle between the top quark and the
photon. The |An(l,1)| and A¢(l, ) observables are sensitive to the ¢7 spin correlation.

The agreement between data and MC simulation for pr(y), [7(¥)|, AR(Y, 1) in» Ad(L, 1)
and |An([,1)|, using the same binning as the differential cross-sections (see Section 8.3.2)
can be seen in Figs. 8.1 and 8.2. Similar to the distributions in Fig. 7.2, the total yields of the
tty eu, tWy eu, and Other tty/tWy categories are scaled to match the event yields of data.
The shaded bands in the figure represent statistical and systematic uncertainties added in
quadrature, while the vertical error bars represent Poissonian statistical fluctuations on the
data points. From the figure, the MC simulation agrees well with the data as a function of
pr(¥), In(y)| and |An(l, 1)| within the total uncertainty, while for AR(y, [),;, and A¢(l, )
the simulation tends to smaller and higher values than data, respectively.

The differential measurements are performed in bins i of an observable X. The absolute
differential cross-sections are obtained by dividing the number of unfolded events in bin 7,
N4 by the integrated luminosity L and the bin width AX; of bin i.

do anfold
— = . 8.1
dX,  LXAX, ®.1)

The value of N*™! is derived by following two steps:

* Firstly, the number of observed signal events, N, is obtained by subtracting the

background contribution from the measured data events:

Nreco = (Ndata - kags) X fe,u ’ (8.2)
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Figure 8.1: Distributions of pr(y) (top left), [n(y)| (top right), and AR(y,[),,;, (bottom). The
distributions display the data and MC events after event selection, where the total yields of the
tty ey, tWy eu, and Other tty/tWy categories are scaled to match the event yields of data. The
distributions do not include the overflow. The shaded bands represent the quadrature sum of the
statistical uncertainty of the MC and systematic uncertainties, and the vertical error bars represent the
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Figure 8.2: Distributions of A¢(l,1) (left) and |An(l, )| (right). The distributions display the data
and MC events after event selection, where the total yields of the 17y eu, tWy eu, and Other tty/tWy
categories are scaled to match the event yields of data. The distributions do not include the overflow.
The shaded bands represent the quadrature sum of the statistical uncertainty of the MC and systematic
uncertainties, and the vertical error bars represent the statistical uncertainty of the data.

where Ny, is the number of measured data events and Ny, 1s the number of estimated
non-7fy/non-tWy background events in bin i at detector level. The f,, is defined as
the ratio of the total number of selected signal 7ty eu and tW+y eu events to the total
number of all selected ¢ty and tWy events in bin i at detector level. All selected ¢y and
tWry events are calculated as the sum of the ¢ty eu, tWy eu, and Other tty/tWy events.
Jfeu 1s in the order of 90%. Applying the f, , ratio ensures that the dependency on the
signal cross-section, which is already used in the normalisation of the measurement, is
eliminated.

* Secondly the Iterative Bayesian unfolding method is used to correct N, using the
ingredients of migration matrix and correction factors for acceptance 1 — f,, and
efficiency € (see Section 8.3.1).

— The migration matrix represents the probability of signal events to pass the parton-
level and detector-level selections. The migration matrices (normalised per bin at
detector level and shown as percentages) as functions of the observables pr(y),
[n(¥)], AR(Y, D) in» AP(1, 1), and |An(l, )| are shown in Fig. 8.3. The matrices
have the majority of events (all events in the case of A¢(/, [) and |An(l,[)|) to lie on
its diagonal, indicating that the chosen binning results in a small migration effect
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66

(no migration for A¢(/, 1) and |An(l,1)]). More specifically, for py(y), |7(y)|, and
AR(Y, 1) min- at least 82% of the events are non-migration, i.e. events correctly
reconstructed in a bin in which they were originally generated. For A¢(/, 1) and
|An(l,1)|, an excellent non-migration percentage of 100% is observed.

The acceptance factor 1 — f,,; accounts for events that do not pass the parton-level
selection, i.e. generated outside the fiducial phase space, but pass the detector-level
selection. It is calculated as:

Nfid
I = fou = Nreco , (8.3)

reco

where N, 1s the number of all reconstructed events which pass the detector-level
selection, and Nrﬁe(io is the number of events which are generated and reconstructed
in the fiducial phase space, i.e. passing both the detector- and parton-level
selections.

The efficiency factor € corrects for events that pass the parton-level selection,
1.e. generated inside the fiducial phase space, but do not pass the detector-level
selection. It is calculated as:

Nreco
o (8.4)

part

€ =

=

where Ngfn is the number of events which pass only the parton-level selection.

The efficiency € and acceptance 1 — f, factors can be combined into one factor,
called the correction factor C. It is calculated as:

€

C = .
1_fout

(8.5)

The distributions of €, 1 — f,,, and the resulting C for the observables pr(y),
n(Y)|, AR(y, 1) min, A@(L, 1), and |An(l, )| are shown in Fig. 8.4. 1 — f, shows
a plateau for all the observables, with values slightly higher than 60%. € increases
from 20% to 40% with the pr(7y) causing the correction factor C to also increase
across the pp(y) range. However, C remains flat with values around 30% for
AR(y, 1) min» A@(L, 1), |An(l,1)|, and most of the bins of |17(y)| due to the stable
behaviour of €. In the last two bins of |1(y)|, € drops due to a reconstruction-level
requirement to exclude photons in the crack region of the detector (1.37 < |1 ,| <
1.52, see Chapter 7).
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8.3 Unfolding methodology

Spectra of physics objects measured in the detector are distorted due to detector effects—finite
efficiency, acceptance and resolution. In the context of differential cross-sections, the
correction for such effects is performed by applying an unfolding procedure.

The unfolding procedure can be described as follows:  is a true value of a one-dimensional
observable O, which is distributed according to a function f;.(¢#). Due to the detector
effects mentioned above, the true spectrum of the observable O would be smeared, and the
reconstructed measured value r would follow the function f.,,(7). The relation between the
t and r events could be represented by a conditional probability P(r|t). This is represented
with a matrix R;; called the migration or response matrix. The matrix has events in bin 7 at
reconstruction level and bin j at parton level, r; and ¢, respectively. This means it takes into
account effects due to migration of events between bins, i.e. events generated within some
bin boundaries and got reconstructed outside these boundaries (in a different bin).

The number of expected true events u; in bin j is given as:

:uj = Mot /ftrue(t) dt > (8'6)
J

where u, 1s the total number of expected true events.

Similarly the number of expected reconstructed events v; in bin i is given as:

Vi = Vot /fmeas(r) dr, (8.7)

where v, is the total number of expected reconstructed events.

The expected reconstructed events v; could be obtained from the expected true events ;
using the response matrix R;;, and in the presence of background processes, an extra term f3;
has to be included:

ij>

J

The unfolding procedure is simply to find a solution for x; from the information of v;, 8;,
and the response matrix R;;. This can be solved in different ways, for example, by using a
correction factor, as the case in the bin-by-bin unfolding method or using regularisation as in
the SVD method or using Bayes theorem as in the Iterative Bayesian unfolding.
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8.3.1 lterative Bayesian unfolding

Unfolding can be performed using different techniques, which have different mathematical
approaches to solve Eq. (8.8), to find the true signal. One of these techniques is the Iterative
Bayesian unfolding (IBS) used in this work. The IBS is based on Ref. [103] and implemented
in ROOUNFOLD package [104]. It follows —as the name suggests—a Bayesian approach in
the description of the relation between v; and u; in terms of conditional probabilities, using
the notion of cause and effect.

In IBS, the true events are the causes C j (j =1,2,3,...,nc), while the measured events
are the effects E; (i = 1,2, 3, ..., ng), where n- and ny are the maximum number of causes
and effects, respectively. Each cause can produce many effects, but for a given effect, the
exact cause is unknown. The relationship between causes and effects can be expressed using
Bayes theorem as follows.

__ P(EIC) Py(C))
08, P(EIC,) Po(Cy)

P(C,|E) (8.9)

where C; is a given cause in bin j, while E; is the probable effect in bin i. Py(C J-) is the
initial a-priori probability of the jth cause. P(E;|C;) is the conditional probability of the
cause in bin j, C;, to produce the effect in bin i, E;. The conditional probability P(E;|C;) is
the migration matrix. The a-priori P,(C;) can be a flat distribution or can be taken from the

MC simulation.
The estimator of the number of true causes in bin j can be given as:

1 &
#(C)) = = D PCIEN (1 = fuun(E). (8.10)
J =1

where n(E;) is the number of effects in bin i, €; is the efficiency that the cause C; has an
effect E;, and f,,; is the factor that corrects for the acceptance loss (outside-migration). The
terms €;, and f,; are explained in the previous section.

It is then possible to evaluate a posterior probability of each cause C; as:

A(C;)

6 AC;)

P(C)) = (8.11)

For the first iteration, P, (C) which is the initial probability of causes and ny(C), which
is the initial expected number of causes, are taken from the signal MC samples. Then, the
estimators 7(C;) and ﬁ(C ;) are computed. For the second iteration, ny(C) and P((C) are

replaced by the estimators from the first iteration, i.e. 2(C) and P(C), respectively. A )(2 test
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is performed between the estimators from the first and second iterations. If the )(2 value is
small enough (e.g. close to 1), then the procedure is completed, otherwise the same procedure
is repeated until a sufficiently small value is reached. The optimised number of iterations will
then be used as the regularisation parameter of the method.

The IBS is chosen for this analysis to perform the unfolding of data since it is theoretically
well-grounded, does not involve matrix inversion, and can obtain the correlation matrix of
the results. It also can take into account all kinds of detector effects.

8.3.2 Binning optimisation

In order to examine the shapes of the distributions closely, a fine granular binning is needed.
However, infinitely fine binning is not possible due to the finite number of events and the
limited resolution of the detector. Furthermore, having too many bins would enhance the
migration effect. The unfolding procedure can account for the migration effect; however,
it can be tricky if the effect is large, requiring careful selection of the unfolding procedure.
Therefore, certain factors have to be accounted for in choosing the binning.

For this thesis, the main factors are the statistical uncertainty per bin and the resolution of
the kinematic observable. The first factor is the statistical uncertainty, which is required to be
below 10% across all bins. The second factor is the resolution of the kinematic observable,
which has to be smaller than the bin width. The resolution is checked by looking at the width
of the difference between parton- and reconstruction-level values. Also, the precision on
the mean of such a difference is checked. Therefore, the criterion for the binning choice
is as follows: the bin width has to be larger than twice the observable’s resolution, and the
statistical uncertainty has to be less than 10% across all bins.

The resolution of pr(7y), the precision on the mean of the difference between reconstructed
and truth pr(7y), the comparison of the bin width to the resolution, and the expected statistical
uncertainty of the resulting bin width can be seen in Fig. 8.5. The corresponding distributions
for [n(y)|, AR(y, 1) yin» A¢(l,1), and |An(l, )| can be seen in Figs. 8.6-8.9. The resolution
of pp(y) is around 1 GeV for the pr-range up to 100 GeV, while for the higher range the
resolution goes up to around 4 GeV. At low |n(y)|-region, the resolution is around 0.02,
while for the higher region, it improves to be better than 0.01. The resolution of AR(y, ) in
is better than 0.01, while for A¢ ([, 1) and |An(l, )| it is better than 0.001. The precision on
the mean for all observables is checked where it is close to zero within uncertainties. The
bottom row in the figures shows that the limiting factor in choosing a finer binning is the
statistical uncertainty. The final chosen binning is listed in Table 8.1.
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Figure 8.5: Top-left: resolution of the p(y) where the y-axis is the mean of the difference between
reconstructed and truth py(y) in GeV, and the error bars represent one standard deviation around
that mean. Top-right: precision on the mean where the y-axis is the mean of the difference between
reconstructed and truth pr(y) in GeV, and the error bars represent the error on the mean. Bottom-left:
the bin width in blue is compared to the resolution multiplied by 2 in red. Bottom-right: the relative
statistical uncertainty of the resulting bin.
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Figure 8.9: Top-left: resolution of the |An(/, [)| where the y-axis is the mean of the difference between
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Table 8.1: List of number of bins and bin boundaries for the observables: pt(y), [7(¥)], AR(Y, 1) mins
A¢(l,1) and |An(l,1)|. The last bin boundary for all the observables except the pr(y) is the physical
limit of such observables.

Observable No. of bins  Bin boundaries
pr(y) [GeV] 11 20, 25, 30, 35, 40, 47, 55, 70, 85, 132, 180, 300
n(y)| 8 0.00, 0.20, 0.40, 0.60, 0.80, 1.00, 1.20, 1.70, 2.37
AR(Y, 1) min 10 0.40, 0.55, 0.70, 0.85, 1.00, 1.30, 1.60, 1.90, 2.30, 2.70, 5.00
Ag(1,1) 10 0.00, 0.60, 1.20, 1.60, 1.90, 2.20, 2.40, 2.60, 2.80, 3.00, 3.14
|An(L,1)] 8 0.0,0.3,0.6,0.9,1.2,1.5,1.8,2.2,5.0

8.3.3 Performance and optimisation studies using pseudo-data

In order to validate the unfolding procedure and perform the necessary checks, pseudo-data
are used. Signal MC events are randomly divided into two samples, testing and training, such
that the testing sample has the equivalent statistical power as the data. Then, pseudo-data are
constructed from the testing sample. In all of the unfolding checks, pseudo-data are unfolded
using the a-priori and migration matrix information from the training sample.

Regularisation parameter

The IBS method is an iterative process which means that the optimised number of iterations,
at which a stable result is obtained has to be found. The number of iterations, which is the
regularisation parameter of the IBS method, is determined by making a )(2 test for each
iteration between unfolded pseudo-data and the corresponding truth distributions. A total of
1000 pseudo-experiments are generated using a Poisson distribution, and generated pseudo-
data are unfolded. Afterwards, /\/2 tests are performed between the unfolded distributions
and the corresponding parton-level ones, taking into account the covariance matrices of the
unfolded distributions. The mean of the )(zﬂ\l DF for all the chosen observables can be seen in
Fig. 8.10. For two iterations, the )(2/N DF is small, and for iterations higher than two, it shows
a plateau, where the mean is approximately constant within its Root Mean Square (RMS)
value. Therefore, the optimised number of iterations is fixed to two. This number is used in
unfolding when performing all the checks as well as the differential cross-section results.

Closure test

A closure test is performed to check if the unfolding procedure can recover the truth spectrum.
In order to do that, pseudo-data from the testing sample are unfolded using the training
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Table 8.2: )(Z/NDF values between unfolded pseudo-data and truth distributions for the p(y), [7(y)],
AR(Y, Dmin> A¢(1, 1) and |An(1, 1)].

Variable pr(y) [n(y)| AR(y,Dmin  1An(L D] A$(L,1)
Y/NDF 1.3 1.2 0.5 2.0 1.0

min>

sample. The result of the closure test of pseudo-data can be seen in Fig. 8.11. The unfolded
distributions of pseudo-data are compared to the corresponding parton-level truth distributions,
which show a good closure within uncertainties. The )(2 values between the unfolded and
parton-level distributions are shown in Table 8.2. The values illustrate a good performance of
the unfolding procedure in recovering the truth spectrum using information from a statistically
independent sample.

Pull test

Pull tests are performed to check the stability of the results with the chosen binning. A total
of 1000 pseudo-experiments are generated from the testing sample at reconstruction level
using a Poisson distribution, and generated pseudo-data are unfolded. Afterwards, the pulls
are calculated as:

trf — un
Pull; = u, (8.12)

gj

where t;? and u;f are the truth and unfolded values in bin j of the pseudo-experiment n,
respectively, while o7; is the statistical uncertainty estimated in bin j. The resulting pull
distributions are fitted by a Gaussian function to extract the mean and width. Fig. 8.12 shows
the mean and width values of the pulls, where the mean values are close to zero with widths
close to one, indicating that there is no bias in the chosen binning and that the statistical
uncertainty is estimated correctly.

Stress test

The stress test is performed to verify that the unfolding procedure is not biased towards
the simulation used to perform the measurement. The test is performed by modifying the
shape of the parton-level and reconstruction-level distributions from the testing sample with
a reweighting procedure. The reweighted distribution at reconstruction-level is unfolded
using the training sample, and the unfolded distributions are compared to the corresponding
parton-level ones. There are two weights considered to smear distributions. The first is
to have a linear skewness of the shape. Such weight is defined for each observable as the
following:
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* pr(y):
, 100 — i
weight = 1 + 300 =1+X. (8.13)
s [n(y)l:
_ 1.2-i
weight = 1 + 737 =1+X. (8.14)
° AR('Y’ l)min: 1.8 .
weight =1+ —— ' —14+X. (8.15)
e Ad(1,1):
_ 1.75—1i
weight = 1 + 314 =1+X. (8.16)
* |an(, D o
wagu:1.+'2;’::1+x. (8.17)

The index i is the bin centre. The second weight is chosen by taking the difference at
reconstruction level between number of data Nfata and MC NlMC events in bin 7, which is

calculated as:
Qata _ aMC

weight= 1+ ———L—=1+Y. (8.18)
Nl ata

The results of the test can be seen in Fig. 8.13, where unfolded distributions of the
reweighted spectra are compared to the corresponding truth-level ones. The unfolding
procedure is able to recover the shape of the reweighted distributions, and there is not a bias

towards the shape of the truth parton-level distributions used in training.

Alternative unfolding methods

The unfolding of pseudo-data with the IBS method is compared to two alternative approaches:
bin-by-bin and Singular Value Decomposition (SVD). The two approaches are summarised
below.

Bin-by-bin

Bin-by-bin is a simple technique to perform unfolding, in which a factor is used to correct
detector effects. As mentioned in Section 8.3, the aim of the unfolding procedure is to find
a solution for u in Eq. (8.8) with the help of information of v, 5, and the response matrix
R. Assuming the same binning for ¢ and v, and that R is a diagonal matrix with negligible
bin-to-bin migrations, y; can be estimated from:
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a;=C; (n; = B, (8.19)

where n; is the number of measured data events in bin i, §; is the number of background
events, and C; is the bin-by-bin correction which is derived from the simulation.
For this thesis, C; is estimated from the signal MC samples and it is given as:
- Hi

C ==, (8.20)

Vi

where y; and v; are the expected number of events at parton and reconstruction level,
respectively. This method might introduce a bias towards the model prediction.

SVD

SVD or Tikhonov SVD is a regularised unfolding method, described in Ref. [105], which
simplifies the inversion of the migration matrix R by decomposing it into three matrices:

R=USVT, (8.21)

where U and V are orthogonal quadratic matrices, and S is a diagonal matrix.
This decomposition simplifies the computation of the inverse of the migration matrix, R,
since only the diagonal matrix S must be inverted:

R =wsvhHt=whHrl@)y )yt =vstur. (8.22)

In this method, to reduce the sensitivity of the estimators to small statistical fluctuations in
the input values, a regularisation term is added.

Comparison of alternative methods

As a cross-check to the IBS method, used as a benchmark, the bin-by-bin and SVD methods
are compared to the IBS by performing a closure test. For each of the three unfolding methods,
the pseudo-data distributions from the testing sample are unfolded using the signal MC events
from the training sample. For SVD, the regularisation parameters are set to their default
values as implemented in the ROOUNFOLD package [104]. The three unfolded distributions
are compared per observable to the same truth distribution, which can be seen in Fig. 8.14.
The three methods agree with each other and the corresponding truth distributions within
uncertainties for all observables. The bin-by-bin unfolded distributions have the highest
statistical uncertainties, while the SVD ones have slightly lower uncertainties than the IBS.
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CHAPTER 9

Systematic uncertainties

Statistical and systematic uncertainties limit the precision of measurements. The statistical
uncertainty results from the stochastic fluctuations due to the finite number of observations
in a measurement. It quantifies the variation in the repeated observations of the same
phenomena. Systematic uncertainties come from effects related to the measuring apparatus
or the assumptions or models used in the measurement.

The systematic uncertainties of the measurements presented here can be classified into
two categories: experimental and modelling uncertainties. The first category represents
uncertainties associated with the reconstruction and identification efficiency of the detector.
It includes uncertainties on reconstructed physics objects related to their momenta and
energy scale and resolution, jet flavour tagging, jet vertex tagger (JVT), and detector trigger
efficiency, in addition to uncertainties on pile-up and integrated luminosity. The second
category represents uncertainties that are related to simulations of the signal and background
processes. It includes uncertainties on the chosen renormalisation and factorisation scales,
parton shower, ISR/FSR, and PDFs of gluons and quarks.

The systematic uncertainties on the differential cross-sections are estimated using alternative
samples, e.g. parton shower uncertainties, or through reweighting the nominal (original)
sample, e.g. experimental uncertainties. They are estimated individually in each bin of the
measurement. Depending on the type of the uncertainty —experimental, signal modelling,
or background modelling—uncertainties are estimated as follows.

 For experimental uncertainties, training pseudo-data are built using the nominal signal
distributions at parton and reconstruction levels. The input (to be unfolded) is varied
with the corresponding experimental source, resulting in a shift in the normalisation and
shape of both signal and background distributions. Then, the varied input is unfolded
using the training pseudo-data. The resulting unfolded distribution is compared to
the unfolded distribution of the nominal. The difference between these two unfolded
distributions is taken as the uncertainty.

* For background modelling uncertainties on non-tfy/non-tWy backgrounds, i.e. on
h-fake, e-fake and prompt y Bkg (the Other t7y/t Wy modelling uncertainty is included
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in the signal modelling), they are calculated similarly to the experimental ones. Training
pseudo-data are constructed from the nominal signal distributions, and the input is varied
using the corresponding background source. The varied input is then unfolded using
the training pseudo-data. The difference between the resulting unfolded distribution
and the unfolded distribution of the nominal is taken as the uncertainty.

* For signal modelling uncertainties, the procedure is different, where training pseudo-
data are built using an alternative sample or the nominal reweighted one, i.e. using
varied pseudo-data. The nominal distribution of the signal is unfolded twice; once
with the varied pseudo-data and another with the nominal pseudo-data. The difference
between the two resulting unfolded distributions is taken as the uncertainty.

By default, many of the systematics uncertainties used in the ATLAS Collaboration are
represented by up- and down-variations obtained by a 1 o shift from the nominal (central)
value. For a number of systematic uncertainties, the two variations are asymmetric, and in
some other cases, they have the same sign in a few bins. For both scenarios, a maximum
symmetrisation is used. It is a conservative approach to symmetrise uncertainties where the
larger variation is taken as the up- as well as the down-variations. There are other few cases
where only one variation (either up or down) is provided. For these uncertainties, a one-sided
symmetrisation is used where the available variation is mirrored around the nominal value,
i.e. taken as the up- and down-variations.

Once all individual systematic uncertainties are estimated, as explained above, they
are added in quadrature. This is based on the assumption that the sources of systematic
uncertainties are not correlated. The resulting quadrature sum is reported as the systematic
uncertainty on the calculated differential cross-section in each bin of the measurement.

The experimental uncertainties on the differential cross-sections are discussed in Section 9.1,
while the modelling uncertainties are discussed in Section 9.2.

9.1 Experimental uncertainties

As mentioned earlier, the sources of experimental uncertainties originate from the measuring
apparatus, i.e. the ATLAS detector. These sources are discussed below while grouping them
in terms of the reconstructed physics objects that they affect.

Leptons

There are two types of uncertainties related to charged leptons (electrons and muons), where
the first type is on the scale factors (SFs) that correct trigger, reconstruction, identification
and isolation efficiencies. These lepton SFs are used to correct for the mis-modelling of the
detector so that charged leptons in the simulation match those in data.
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9.1 Experimental uncertainties

The SFs are estimated by studying a tag-and-probe method on the Z — ee, Z — upu, and
J /¥ — ee processes. Therefore, the uncertainties are estimated by varying the estimated
SFs up and down. The second type of uncertainties is on the SFs that correct the energy scale
and resolution of electrons and mouns. They are estimated for electrons in Ref. [60], while
for muons in Ref. [61]. Similarly, uncertainties on these SFs are estimated by an up- and
down-variation from their nominal values.

Photons

Similar to electrons and muons, photon SFs are applied to the MC simulation of photons
to match the data ones. Photon SFs include corrections for the identification and isolation
efficiency of photons. These SFs are estimated by studying radiative and non-radiative Z
boson decays, Z — eey and Z — ee, respectively. The uncertainties associated with these
SFs are estimated by shifting them up and down from their nominal values.

The size and shape of the uncertainties on the photon identification and isolation efficiencies
are shown in Fig. 9.1. The left subfigure shows systematic uncertainties on the photon
identification SF as a function of the pr(y). They go up to around 2% below/above the
nominal ¢7y eu prediction. The MC statistical uncertainties have a similar (bigger) size to that
of the down (up) systematic one for most of the pr-range, except at low pr where the size of
the systematic uncertainty is slightly bigger. Similarly, the right subfigure shows systematic
uncertainties on the photon efficiency isolation SF, which go up to approximately 2% around
the nominal MC prediction. However, the MC statistical uncertainties have a bigger size than
both the up- and down-variations (except at low p). The uncertainties on the photon energy
scale and resolution are estimated similarly to the electrons.

Jets

Jets are calibrated using the techniques discussed in Section 4.4.2, which are based on a
combination of MC-based and in-situ methods to correct the energy scale, n-intercalibration,
and energy resolution of the jets, among other effects. All these corrections are considered
sources of uncertainties, and they are grouped into two categories.

The first category is called the Jet Energy Scale (JES) uncertainties, and it includes sources
such as jet-flavour composition, p-intercalibration, in-situ calibration, punch-through jets,
and pile-up corrections. The JES uncertainties are estimated using 30 uncorrelated JES
uncertainty components, of which 29 are non-zero based on an event-by-event approach.

The second category of uncertainties is called the Jet Energy Resolution (JER), and it
contains eight uncorrelated components. An additional source of uncertainty is the JVT
discriminant, estimated by varying the efficiency correction factors.
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Figure 9.1: Impact of systematic uncertainty on the photon identification SF (left), and photon efficiency
isolation SF (right), as a function of p(y). The nominal (central) t7y eu MC prediction is compared
to the up- and down-variations. The lower panel shows ratios of both the up- and down-variations to
the nominal prediction. The shaded bands represent the MC statistical uncertainties.

b-tagging

The b-tagging of jets so that b-jets are distinguished from c-jets or light-flavour jets is
performed with the MV2c10 [68] discriminant algorithm (see Section 4.4.3). The SFs to
calibrate the efficiencies of the discriminant performance in the MC simulation to those in
the data introduce a number of sources of uncertainties, where the uncertainties are estimated
individually for b-jets, c-jets and light-flavour jets [68, 106, 107]. The uncertainties are
estimated with 45, 20, and 20 variations in the SFs for b-jets, c-jets and light-flavour jets,
respectively, where the uncertainties in each category of jets are considered to be uncorrelated.

Missing transverse momentum

E7"™ has two terms, where the first one depends on hard objects, e.g. photons, leptons,

and jets, and the second term depends on soft signals (see Section 4.5). Therefore, the
H .

uncertainties on the £ are estimated by evaluating uncertainties on the energy scales and

resolutions of the hard objects as well as uncertainties on the modelling of the soft signal.

Pile-up

Pile-up SFs are used to correct the pile-up contribution in the MC simulation to the data
one. Therefore, the uncertainty on the pile-up is estimated by varying the SFs within their

90



9.2 Modelling uncertainties

uncertainties.

Luminosity

The uncertainty on the total integrated luminosity for the years 2015-2018 is 1.7% [108], which
is estimated using the LUCID-2 detector [109] for the primary luminosity measurements.

9.2 Modelling uncertainties

The assumptions made to simulate the signal and background processes introduce different
sources of uncertainties, which can be split into two categories: signal modelling and
background modelling uncertainties. These modelling assumptions include, for example, the
factorisation and renormalisation scales and PDFs of gluons and quarks.

Signal modelling

The uncertainties related to the 7#y simulation originate from different sources such as the
chosen QCD scales, the parton shower model, the parameters chosen to model the ISR and
FSR radiations as well as the used PDF set. The uncertainties related to QCD scales are
estimated by varying the renormalisation up and factorisation p scales separately up and
down by a factor of two from their nominal chosen values. In order to reduce the impact
of statistical fluctuations, the variation in the scales’ values is achieved by reweighting the
events in the nominal MADGRAPHS_aMC@NLO + PyTHIA 8 sample of #ty.

The uncertainties on the parton shower (PS) model of the ¢ty samples are estimated
by performing a comparison between the MADGRAPHS_aMC@NLO [81] interfaced with
the nominal PyTHIA 8 [76] and MADGRAPHS_aMC@NLO interfaced with the alternative
HerwiG 7 [110, 111]. The PYTHIA 8 generator uses the string fragmentation model [112],
while the HERWIG 7 makes use of the cluster fragmentation model [113], which allows
estimating possible differences in the showering process.

The uncertainties on ISR and FSR are estimated by comparing two samples of the
MADGRAPHS5_aMC®@NLO + PyYTHIA 8, where the PYTHIA 8 A14 tune [76] (called A14
var3c) is varied between them.

The uncertainties on the PDF for the ¢7y process are estimated using the standard deviation
in each bin of the unfolded distributions, where a set of 100 replicas of the NNPDF set [114]
is used.

The sources of uncertainties related to the tWy simulation are estimated similarly to
those of the ##y. The uncertainties on the renormalisation u, and factorisation yu scales
are estimated by varying the nominal chosen values by a factor of two, up and down. The
uncertainties on the parton shower are estimated by comparing PYTHIA 8 and HERWIG 7
where both are interfaced with MADGRAPHS _aMC@NLO.
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Figure 9.2: Impact of systematic uncertainty on the parton shower modelling for the #fy eu process
(left) and the tWy eu process (right), as a function of pr(y). The nominal distribution representing
the PyTHIA 8 is compared to the up- and down-variations representing the HERwIG 7. The lower
panel shows ratios of both the up- and down-variations to the nominal prediction. The shaded bands
represent the MC statistical uncertainties.

The impact of the parton shower uncertainties for the ¢y and tWy samples is shown
in Fig. 9.2. The systematic uncertainties of the PS model as a function of the pr(y)
go up to around 5% below/above the nominal ¢7y eu prediction and the direction of the
variations is reversed at low pr. The MC statistical uncertainties have a smaller size than
the systematic ones of the 7y eu. Similarly, the systematic uncertainties of the PS model go
up to approximately 10% around the nominal tW+y eu prediction, and the direction of the
variations is reversed at low/high p. The MC statistical uncertainties of the tWy eu have a
smaller size than the systematics ones except at high pry.

An additional uncertainty related to the ME simulation of the tWy process is considered.
The Wy process is simulated using the five-flavour scheme at LO in QCD (see Section 6.3),
where one of the two b-quarks is not simulated at ME level but is supposed to be added by
the PDF in the initial state. This b-quark is missing from a faction of events when applying
the fiducial requirements —such as requiring exactly two b-quarks (see Section 8.1)—which
has the consequence of having fewer tWy events entering the fiducial region. The fraction
of events without a second b-quark is found to be 30% and 50% in the tWy MC samples
interfaced with HERWIG 7 and PYTHIA 8, respectively. In order to account for this missing
fraction of events, an uncertainty is added by doubling the number of parton-level events
while keeping the number of reconstructed-level events constant.
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9.2 Modelling uncertainties

Background modelling

The process of ¢ production has the dominant contribution to the non-¢¢y/non-tWy back-
grounds: h-fake, e-fake, and prompt y background. Hence, the uncertainties related to the
background simulation are estimated as follows. The shape component of the ## modelling
uncertainties is varied for the h-fake and prompt y background since these two categories
are the largest ones. These modelling uncertainties account for uncertainties on the chosen
QCD scales, the parton showering and hadronisation processes, and the ISR/FSR simulation.
Furthermore, a global normalisation uncertainty is added by applying a 50% variation on the
simulation of the non-¢fy/non-tWvy backgrounds.

The uncertainties associated with the chosen QCD scales are estimated by varying the
renormalisation up and factorisation u scales individually up and down by a factor of two
from their nominal chosen values. The variation in the scales is done by reweighting the
nominal ¢7 events to reduce statistical fluctuations.

The uncertainties associated with ISR/FSR are estimated by varying the A14 var3c tune
of the PYTHIA 8 generator. An additional uncertainty associated with the ISR simulation is
estimated by varying the Ay, parameter of the POWHEG-Box by a factor of two, following
the measurements done in Ref. [115]. The hg,,, parameter controls the py threshold of the
first additional emission.

The uncertainty associated with the simulation of the showering and hadronisation processes
is estimated by comparing PyTHIA 8 to HERWIG 7 interfaced with the nominal 77 samples.
The impact of the parton shower and hadronisation uncertainty on the h-fake and prompt y
background can be seen in Fig. 9.3. The systematic uncertainties of the PS model as a function
of the pr(y) go up to approximately 50% below/above the nominal h-fake prediction and the
direction of the variations is reversed at low/high py. The MC statistical uncertainties have a
much smaller size than the systematic ones of h-fake. Similarly, the systematic uncertainties
of the PS model go up to approximately 20% around the nominal prompt vy Bkg prediction.
The MC statistical uncertainties of the prompt y Bkg have a bigger size than the systematics
ones.
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Figure 9.3: Impact of systematic uncertainty on the parton shower modelling for the h-fake background
(left) and the prompt y background (right), as a function of py(y). The nominal distribution
representing the PYTHIA 8 is compared to the up- and down-variations representing the HERWIG 7.
The lower panel shows ratios of both the up- and down-variations to the nominal prediction. The
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cHAPTER 10

Results

In this chapter, the results of the absolute and normalised fiducial differential cross-sections
are reported. The unfolded spectra of data are compared to those of the MC predictions
(see Section 6.3). Moreover, they are compared to the latest NLO theory calculation
(see Section 2.3). The measurements are performed as functions of pt(y), [7(¥)|, AR(Y, 1) min»
A¢(l,1),and |An(l,1)|. The absolute and normalised cross-section measurements are reported
in Section 10.1 and Section 10.2, respectively.

10.1 Absolute cross-section measurements

The absolute fiducial differential cross-sections and the contribution of each category of the
systematic uncertainties as functions of p(y), |7(y)|, AR(y,1)pnin. AP (L, 1) and |An(l,1)]
are shown in Figs. 10.1-10.3. The top-row subfigures show the absolute cross-sections of
unfolded data compared to the latest NLO theory prediction [9], where the shaded bands
represent the statistical and the total uncertainties. The bottom-row subfigures display the
decomposition of the systematic uncertainties and the statistical ones. The cross-section
distributions show the number of events divided by the bin width, and they do not include the
overflow for pt(y), whereas for the rest of the distributions, the higher boundary of the last
bin is limited by the physical value. A good agreement between the unfolded data and the
NLO theory predictions within uncertainties is observed.

The values of the absolute cross-sections and their associated uncertainties are listed
in Tables 10.1-10.5. The dominant source of uncertainty is the statistical one. The last row
in each table represents the inclusive cross-section obtained by adding the individual cross-
sections (multiplied by the corresponding bin width) per observable. From the tables, it can
be seen that such fiducial inclusive cross-sections agree with each other within uncertainties,
and they also agree with the fiducial inclusive cross-section of 39.6322 fb, obtained by
performing a profile likelihood fit to the St distribution [8].

The sources of systematic uncertainties are classified into signal and background modelling
and experimental uncertainties (see Chapter 9). The size of these three categories, as well
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as of the statistical uncertainty, is shown as a percentage of the measured cross-sections
in Tables 10.6—10.10. The signal and background uncertainties dominate the systematic
uncertainties. Furthermore, the total uncertainty is roughly in the range of 8%-12% for most
of the absolute cross-sections of all variables. At high values of py(y) and AR(y, 1) i, it
goes higher up to 16% and 23%, respectively.

2The agreement between the data and NLO theory prediction is quantified using a Pearson
X~ test:

2 -1
X = Z(o-j,data - O-j,pred.) ’ Cjk ’ (o-k,data - O-k,pred.) > (10.1)
I

where C ik is the covariance matrix, calculated as the sum of the covariance matrix of
the statistical uncertainty and the covariance matrices of the corresponding systematic
uncertainties. The terms 07,, and o7, are the unfolded and predicted differential cross-
sections, and j and k are the binning indices of the distribution. The covariance matrix for
each systematic uncertainty is estimated as o7; X 0y, where o7; and o7 are the symmetrised
uncertainties for bin j and bin k of the unfolded distribution.

The estimation of the statistical correlation between the differential cross-sections as
functions of all observables is performed using the bootstrap method. It is based on deriving
ten thousand pseudo-experiments by reweighting the measured data sample on an event-by-
event basis using a Poisson distribution. The pseudo-experiments are obtained such that
the average over all of them for a given event yields exactly one event. Pseudo-data are
then unfolded, and the statistical uncertainties and their correlations are calculated from the
unfolded distributions. The statistical correlation matrix of the absolute cross-sections of all
observables is shown in Fig. 10.4, where no significant correlation between different bins is
observed. The full correlation matrices of the absolute fiducial cross-sections as functions of
all observables are shown in Appendix B.

The p-values between the data and NLO theory prediction are calculated using the )(2 and
the number of degrees of freedom (ndf) for each observable individually. The /\(2/ ndf and
the corresponding p-values for the absolute fiducial cross-sections are shown in Table 10.11.
The high p-values assert the good agreement between the measured absolute cross-sections
and the NLO prediction for all observables.
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Figure 10.1: Distributions of the absolute fiducial differential cross-sections as functions of pr(y) and
|7(7y)| in the top row where data are compared to the NLO theory prediction [9]. In the bottom row,
the relative statistical and systematic uncertainties are shown in each bin. The systematic uncertainties
are decomposed into three categories: signal, background, and experimental.
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Figure 10.3: Distribution of the absolute fiducial differential cross-section as a function of |An(l, [)|
in the top row where data are compared to the NLO theory prediction [9]. In the bottom row, the
relative statistical and systematic uncertainties are shown in each bin. The systematic uncertainties are
decomposed into three categories: signal, background, and experimental.
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Table 10.1: Values of the absolute differential cross-section as a function of p(y), divided by the bin
width. The first and second associated uncertainties are the statistical and systematic uncertainties,
respectively. The sum is calculated by adding the individual cross-sections multiplied by their
corresponding bin width, and the uncertainty on the sum is estimated by adding the total statistical
and systematic uncertainties in quadrature.

pr(y) [Gev] do/dx + (stat.) + (syst.) [fb/GeV]

20-25 1.78 £ 0.12 £ 0.20

25-30 1.33 £ 0.09 £ 0.11

30-35 0.966 + 0.072 + 0.066
35-40 0.705 £ 0.058 + 0.044
40 — 47 0.474 + 0.040 £ 0.049
47 - 55 0.333 £0.031 £ 0.018
55-170 0.221 £ 0.019 + 0.009
70 -85 0.122 £ 0.014 + 0.007

85-132 0.0603 + 0.0053 + 0.0069
132 -180 0.0199 + 0.0029 + 0.0009
180 — 300 0.0085 + 0.0012 + 0.0005

Sum [39.8 £4.7] fb

Table 10.2: Values of the absolute differential cross-section as a function of |r(7y)|, divided by the bin
width. The first and second associated uncertainties are the statistical and systematic uncertainties,
respectively. The sum is calculated by adding the individual cross-sections multiplied by their
corresponding bin width, and the uncertainty on the sum is estimated by adding the total statistical
and systematic uncertainties in quadrature.

n(y)| do/dx + (stat.) + (syst.) [fb]

0.00-0.20 255+1.8+1.0
0.20-040 257+1.8+1.2
040-0.60 23.0+1.7+1.7
0.60-0.80 24.0+1.7+1.8
0.80-1.00 196+1.6=+1.1
1.00-120 167+14=+1.3
1.20-1.70 15.6+1.1+1.1
1.70-2.37 797 £0.62 + 0.71

Sum [40.0 = 4.0] fb
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Table 10.3: Values of the absolute differential cross-section as a function of AR(vy,[),;,, divided
by the bin width. The first and second associated uncertainties are the statistical and systematic
uncertainties, respectively. The sum is calculated by adding the individual cross-sections multiplied
by their corresponding bin width, and the uncertainty on the sum is estimated by adding the total
statistical and systematic uncertainties in quadrature.

AR(y,l)i, do/dx + (stat.) + (syst.) [fb]
0.40—0.55 364+26+23
0.55-0.70 285+23«1.5
0.70-0.85 23.6+2.1+09
0.85-1.00 192+19+1.8
1.00-130 180+13+1.1
1.30-1.60 145+12+0.9
1.60-190 154+12+1.0

1.90-230 10.55+0.88 + 0.84
230-270 6.42 +0.70 £ 0.60
270-5.00 098 +0.12+0.19

Sum [39.6 £ 4.4] b

Table 10.4: Values of the absolute differential cross-section as a function of A¢(l, 1), divided by the
bin width. The first and second associated uncertainties are the statistical and systematic uncertainties,
respectively. The sum is calculated by adding the individual cross-sections multiplied by their
corresponding bin width, and the uncertainty on the sum is estimated by adding the total statistical
and systematic uncertainties in quadrature.

Ap(L,1) do/dx + (stat.) + (syst.) [fb]
0.00-0.60 7.58 +0.66 +0.77

0.60-1.20 9.89 +0.72 + 0.59
1.20-1.60 10.49 +£0.89 +£0.71

1.60-190 13.7+12+1.0
1.90-220 15.0+1.2+0.7
220-240 16.0+1.5+09
240-2.60 18.0+16+£1.5
260-280 17.1+15+1.3
280-3.00 182+1.6+1.0
300-3.14 203+20x1.5
Sum [40.0 £ 4.4] fb
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Table 10.5: Values of the absolute differential cross-section as a function of |An(Z, 1)|, divided by the
bin width. The first and second associated uncertainties are the statistical and systematic uncertainties,
respectively. The sum is calculated by adding the individual cross-sections multiplied by their
corresponding bin width, and the uncertainty on the sum is estimated by adding the total statistical
and systematic uncertainties in quadrature.

|An(l,1)] do/dx + (stat.) + (syst.) [fb]

0.00-030 194+13=+1.1
0.30-0.60 174 +13+09
0.60-090 209+14+1.4
090-120 17.2+13+09
1.20-1.50 14.7+12+09
1.50-180 123 +1.1+1.2
1.80-2.20 9.05 +0.80 + 0.64
220-5.00 197 +£0.15+0.18

Sum [39.7 + 4.0] fb

Table 10.6: Summary of the sources of uncertainty on the absolute differential cross-section as a
function of py(y), presented as a percentage of the measured cross-section in each bin.

pr(y) [Gev] 20.0-25.0 25.0-30.0 30.0-350 35.0-40.0 40.0-47.0 47.0-55.0
Source systematic uncertainty (%)

Signal modelling +3.4 +5.5 +4.9 +4.2 +9.3 +3.7
Exp. systematics +5.1 +4.3 +4.0 +4.3 +3.8 +3.6
Bkg. modelling +9.4 +3.9 +2.7 +2.2 +2.0 +2.0
Total systematics +11 +8 +7 +6 +10 +6
Data statistics +7 +7 +8 +8 +8 +9
Total uncertainty +13 +10 +10 +10 +13 +11
pr(y) [Gev] 55.0-70.0 70.0-85.0 85.0-132.0 132.0-180.0 180.0-300.0
Source systematic uncertainty (%)

Signal modelling +1.1 +4.0 +11.0 +2.3 +5.0

Exp. systematics +3.6 +4.2 +3.4 +3.4 +3.7

Bkg. modelling +1.7 +2.1 +2.2 +2.2 +2.2

Total systematics +4 +6 +12 +5 +6

Data statistics +8 +11 +9 +14 +14

Total uncertainty +9 +13 +15 +15 +16
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Table 10.7: Summary of the sources of uncertainty on the absolute differential cross-section as a
function of |n(y)|, presented as a percentage of the measured cross-section in each bin.

[7(¥)| 00-02 02-04 04-06 06-08 08-10 10-12 12-1.7
Source systematic uncertainty (%)

Signal modelling +1.6 +2.8 +6.2 +6.3 +2.5 +5.6 +2.8
Exp. systematics +3.5 +3.6 +3.7 +3.8 +3.9 +4.0 +4.4
Bkg. modelling +1.1 +1.2 +1.5 +2.0 +3.5 +4.1 +4.9
Total systematics +4 +5 +7 +7 +5 +8 +7
Data statistics +7 +7 +7 +7 +8 +9 +7
Total uncertainty +8 +8 +10 +10 +10 +12 +10
[7(y)| 1.7-2.37

Source systematic uncertainty (%)

Signal modelling +3.9

Exp. systematics +4.6

Bkg. modelling +6.5

Total systematics +9

Data statistics +8

Total uncertainty +12

Table 10.8: Summary of the sources of uncertainty on the absolute differential cross-section as a
function of AR(7y, [),,;,. presented as a percentage of the measured cross-section in each bin.

AR(Y, Din 04-055 055-07 07-085 085-10 10-13 13-16 1.6-19
Source systematic uncertainty (%)

Signal modelling +5.3 +3.5 +1.5 +8.2 +4.1 +2.9 +3.5
Exp. systematics +3.6 +3.8 +3.6 +3.5 +3.7 +4.1 +3.9
Bkg. modelling +0.88 +1.3 +1.4 +1.9 +3.2 +4.0 +4.2
Total systematics +6 +5 +4 +9 +6 +6 +7
Data statistics +7 +8 +9 +10 +7 +8 +8
Total uncertainty +10 +9 +10 +14 +9 +10 +10
AR(Y, D in 19-23 23-27 27-50

Source systematic uncertainty (%)

Signal modelling +3.9 +2.1 +7.7

Exp. systematics +4.3 +4.2 +5.5

Bkg. modelling +5.7 +8.2 +16.0

Total systematics +8 +9 +19

Data statistics +8 +11 +12

Total uncertainty +11 +14 +23
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Table 10.9: Summary of the sources of uncertainty on the absolute differential cross-section
as a function of A¢(l, ), presented as a percentage of the measured cross-section in each bin.

Ap(L,1) 00-06 06-12 12-16 16-19 19-22 22-24 24-26
Source systematic uncertainty (%)

Signal modelling +6.9 +1.1 +4.2 +5.1 +2.4 +3.3 +7.0
Exp. systematics +4.4 +4.2 +4.0 +3.6 +3.5 +4.1 +3.7
Bkg. modelling +6.2 +4.3 +3.9 +3.1 +2.4 +2.6 +2.3
Total systematics +10 +6 +7 +7 +5 +6 +8
Data statistics +9 +7 +9 +8 +8 +9 +9
Total uncertainty +13 +9 +11 +11 +9 +11 +12
Ag(l,1) 26-28 28-30 3.0-3.14

Source systematic uncertainty (%)

Signal modelling +5.9 +3.5 +5.8

Exp. systematics +4.0 +3.7 +4.5

Bkg. modelling +2.5 +2.4 +2.1

Total systematics +7 +6 +7

Data statistics +9 +9 +10

Total uncertainty +12 +10 +12

Table 10.10: Summary of the sources of uncertainty on the absolute differential cross-section
as a function of |An(l, )|, presented as a percentage of the measured cross-section in each bin.

[Anp(1,1)] 00-03 03-06 06-09 09-12 12-15 15-18 18-22
Source systematic uncertainty (%)

Signal modelling +1.9 +2.0 +4.1 +2.4 +4.2 +8.4 +5.3
Exp. systematics +4.0 +3.7 +3.8 +3.9 +3.8 +3.9 +4.0
Bkg. modelling +3.4 +3.3 +3.3 +2.8 +2.7 +2.9 +2.6
Total systematics +6 +5 +7 +5 +6 +10 +7
Data statistics +7 +7 +7 +7 +8 +9 +9
Total uncertainty +9 +9 +9 +9 +10 +13 +11
[An(L,1)] 22-50

Source systematic uncertainty (%)

Signal modelling +8.1

Exp. systematics +4.4

Bkg. modelling +2.4

Total systematics +9

Data statistics +7

Total uncertainty +12
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Figure 10.4: Statistical correlation matrix of the absolute fiducial cross-sections, estimated with the
bootstrap method. Each bin is represented as < name >_bin< number >, where the name tag denotes
the observable’s name with ph_pt, ph_eta, dR_lep_ph, dEta_lep, and dPhi_lep referring to pt(y),
V)|, ARy, 1) in» |A7(L, )] and A@(1, 1), respectively. The number tag indicates the bin’s number
of the respective observable.
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Table 10.11: )(z/ndf and the corresponding p-values between the measured absolute cross-sections
and the NLO prediction.

Observable Theory NLO
)(Z/ndf p-value

pr(y) 6.1/11  0.87
n(y)| 4.5/8 081
AR(y,D)p 11.7/10 031
A¢(1, 1) 5.8/10  0.83
|An(1, 1) 62/8  0.62
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10.2 Normalised cross-section measurements

The unfolded distributions are normalised to their total integrals to benefit from the can-
cellation of the normalisation components in the corresponding systematics while keeping
the components that change only the shapes of the distributions. The normalised fiducial
differential cross-sections and the contribution of each category of systematic uncertainties as
functions of pt(y), [n(¥)], AR(y, ) nin» A¢(l,1) and |An(l, )| are shown in Figs. 10.5-10.7.
The top-row subfigures show the normalised cross-sections of unfolded data compared to the
latest NLO theory prediction [9] as well as state-of-the-art MC predictions of the combined
tty + tWry process, where the latter are generated at LO with MADGRAPHS_aMC @NLO and
interfaced with PYTHIA 8 and HERWIG 7. The corresponding shaded bands represent the
statistical and the total uncertainties. The bottom-row subfigures display the decomposition
of the systematic uncertainties and the statistical ones. The size of the uncertainties is reduced
compared to those of the absolute cross-sections in Figs. 10.1-10.3. As mentioned earlier,
this is due to the cancellation of the normalisation components of the respective sources of
uncertainties while the shape components are kept. Similar to the absolute cross-sections, the
normalised distributions in the figures show the number of events divided by the bin width,
and they do not include the overflow for pr(y), whereas for the rest of the distributions, the
higher boundary of the last bin is limited by the physical value. The shape of the measured
distributions as functions of pr(y), |7(y)|, and |An(l, )| shows a good agreement between
the unfolded data and the predictions within uncertainties. The NLO theory prediction well
describes the shape of the measured distributions as functions of AR(7y, [),,;, and A¢ (1, 1),
while the LO MC simulations do not model such shape perfectly. Both simulations of
MADGRAPHS _aMC@NLO interfaced with PyTHIA 8 and HERWIG 7, exhibit similar behaviour
in modelling the data, which weakens the possibility that the mis-modelling is caused due to
the showering algorithm.

The values of the normalised cross-sections and their associated uncertainties are listed
in Tables 10.12—-10.16. Similar to the absolute cross-sections, the statistical uncertainty is
the principal source, while the signal and background modelling dominate the systematic
uncertainty.

The size of the systematic and statistical uncertainties are displayed in Tables 10.17-10.21.
The total uncertainty is roughly in the range of 8%-10% for most of the normalised cross-
sections of all variables (compared to 8%-12% for the absolute cross-sections). At high
values of pr(y) and AR(y, [)i,, it goes higher up to 15% and 21%, respectively (compared
to 16% and 23% for the pr(y) and AR(y,l),,;, absolute cross-sections, respectively).

The statistical correlation matrix of the normalised cross-sections of all observables,
which is estimated using the bootstrap method, is shown in Fig. 10.8, where no significant
correlation between different bins is observed. The full correlation matrices of the normalised
cross-sections as functions of all observables are shown in Appendix B.

The agreement between the unfolded data and the predictions for the normalised cross-
sections is quantified using Eq. (10.1) with one ndf less by removing the last bin in the /\(2
calculation.
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The )(2 /ndf and the corresponding p-values for the normalised cross-sections are shown
in Table 10.22. The p-values between the data and the NLO prediction confirm the good
agreement between them for all the observables. Similarly, the p-values for the pr(y), [7(y)|,
and |An(l,1)| show a good agreement between the data and the MC predictions. However,
for the AR(y, 1), and A¢(/, 1), the p-values between the data and the MC predictions are
very low (close to zero). These values verify that the modelling by the MC predictions is not
perfectly compatible with the unfolded data for these observables.
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Figure 10.5: Distributions of the normalised fiducial differential cross-sections as functions of pr(y)
and |n(y)| in the top row where unfolded data are compared to the NLO theory prediction [9], as
well MC predictions at LO which are generated with MADGRAPHS_aMC@NLO and interfaced with
PyTHIA 8 and HERWIG 7. In the bottom row the statistical and systematic uncertainties are shown as
fractions of the cross-section in each bin where the systematic uncertainties are decomposed into three
categories: signal, background, and experimental.
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Figure 10.6: Distributions of the normalised fiducial differential cross-sections as functions of
AR(y, D), and A¢(l,[) in the top row where unfolded data are compared to the NLO theory
prediction [9], as well MC predictions at LO which are generated with MADGRAPHS5_aMC@NLO
and interfaced with PYyTHIA 8 and HERWIG 7. In the bottom row the statistical and systematic
uncertainties are shown as fractions of the cross-section in each bin where the systematic uncertainties
are decomposed into three categories: signal, background, and experimental.
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Figure 10.7: Distribution of the normalised fiducial differential cross-section as a function of |An(Z, )|
in the top row where unfolded data are compared to the NLO theory prediction [9], as well MC
predictions at LO which are generated with MADGRAPHS_aMC@NLO and interfaced with PYTHIA 8
and HERWIG 7. In the bottom row the statistical and systematic uncertainties are shown as fractions of
the cross-section in each bin where the systematic uncertainties are decomposed into three categories:
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Table 10.12: Values of the normalised differential cross-section as a function of p(y), divided by the
bin width. The first and second associated uncertainties are the statistical and systematic uncertainties,
respectively.

pr(y) [Gev] 1/o -do/dx + (stat.) + (syst.) [1/GeV]

20-25 0.0447 + 0.0029 + 0.0039
25-30 0.0333 + 0.0022 + 0.0009
30-35 0.0243 + 0.0018 + 0.0006
35-40 0.0177 £ 0.0015 + 0.0006
40 — 47 0.0119 £ 0.0010 + 0.0008
47 - 55 0.00836 + 0.00079 + 0.00038
55-70 0.00554 + 0.00047 + 0.00025
70 -85 0.00305 + 0.00034 + 0.00012

85-132 0.00151 + 0.00013 + 0.00013
132 -180 0.000501 + 0.000072 + 0.000019
180 - 300 0.000212 + 0.000029 + 0.000012

Table 10.13: Values of the normalised differential cross-section as a function of |r(y)|, divided by the
bin width. The first and second associated uncertainties are the statistical and systematic uncertainties,
respectively.

In(y)| 1/o - do/dx + (stat.) + (syst.)

0.00-0.20 0.637 + 0.045 + 0.022
0.20-0.40 0.642 = 0.045 £ 0.022
0.40-0.60 0.575 = 0.042 £ 0.020
0.60 - 0.80 0.600 + 0.044 + 0.019
0.80-1.00 0.489 + 0.040 + 0.008
1.00-1.20 0.418 + 0.036 + 0.010
1.20-1.70 0.389 +0.028 + 0.013
1.70-2.37 0.199 £+ 0.015 + 0.008

111



Chapter 10 Results

Table 10.14: Values of the normalised differential cross-section as a function of AR(y, [)

min>»

divided

by the bin width. The first and second associated uncertainties are the statistical and systematic
uncertainties, respectively.

AR (7’ l)min

1/o - do/dx + (stat.) + (syst.)

0.40 - 0.55
0.55-0.70
0.70 - 0.85
0.85-1.00
1.00-1.30
1.30 - 1.60
1.60 - 1.90
1.90 -2.30
2.30-2.70
2.70 - 5.00

0.921 £ 0.066 + 0.032
0.720 + 0.057 £ 0.019
0.596 + 0.053 + 0.019
0.484 £ 0.048 + 0.024
0.455 £0.032 £ 0.014
0.367 £ 0.029 + 0.010
0.390 + 0.030 + 0.009
0.267 £ 0.022 + 0.009
0.162 £ 0.018 £ 0.010

0.0248 + 0.0029 + 0.0043

Table 10.15: Values of the normalised differential cross-section as a function of A¢([, ), divided
by the bin width. The first and second associated uncertainties are the statistical and systematic
uncertainties, respectively.
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Ap(L,1)

1/o - do/dx + (stat.) + (syst.)

0.00 - 0.60
0.60 - 1.20
1.20 - 1.60
1.60 - 1.90
1.90 - 2.20
2.20-2.40
2.40 -2.60
2.60 —2.80
2.80-3.00
3.00-3.14

0.190 £ 0.016 + 0.011
0.247 £ 0.018 + 0.009
0.262 + 0.022 + 0.005
0.342 + 0.029 £ 0.007
0.376 £ 0.029 + 0.020
0.399 + 0.038 + 0.008
0.449 £ 0.039 + 0.018
0.428 £ 0.038 £ 0.014
0.455 +£ 0.039 £ 0.010
0.508 + 0.049 + 0.018
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Table 10.16: Values of the normalised differential cross-section as a function of |An(/,1)|, divided
by the bin width. The first and second associated uncertainties are the statistical and systematic
uncertainties, respectively.

|An(l,1)] 1/o - do/dx + (stat.) + (syst.)

0.00-0.30 0.488 +0.034 £ 0.014
0.30-0.60 0.439 +0.032 £0.010
0.60-0.90 0.527 = 0.035 £ 0.020
0.90-1.20 0.432 +0.032 + 0.007
1.20-1.50 0.370 + 0.029 + 0.006
1.50-1.80 0.311 + 0.027 + 0.015
1.80-2.20 0.228 + 0.020 + 0.008
2.20-5.00 0.0496 + 0.0037 + 0.0026

Table 10.17: Summary of the sources of uncertainty on the normalised differential cross-section as a
function of pr(7y), presented as a percentage of the measured cross-section in each bin.

pr(y) [Gev] 20.0-25.0 25.0-30.0 30.0-35.0 35.0-40.0 40.0-47.0 47.0-55.0
Source systematic uncertainty (%)

Signal modelling +5.5 +2.5 +2.1 +1.5 +6.2 +3.
Exp. systematics +1.6 +1.0 +0.98 +1.9 +0.9 +1.3
Bkg. modelling +6.7 +0.9 +1.0 +2.2 +2.6 +2.5
Total systematics +9 +3 +3 +3 +7 +5
Data statistics +7 +7 +8 +8 +8 +9
Total uncertainty +11 +7 +8 +9 +11 +10
pr(y) [Gev] 55.0-70.0 70.0-85.0 85.0-132.0 132.0-180.0 180.0-300.0
Source systematic uncertainty (%)

Signal modelling +3.3 +2.1 +8.1 +1.5 +3.7

Exp. systematics +1.1 +2.0 +1.7 +2.0 +3.1

Bkg. modelling +2 +2.8 +3.1 +3.0 +3.1

Total systematics +5 +4 +9 +4 +6

Data statistics +8 +11 +9 +14 +14

Total uncertainty +10 +12 +13 +15 +15
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Table 10.18: Summary of the sources of uncertainty on the normalised differential cross-section as a
function of |r(y)|, presented as a percentage of the measured cross-section in each bin.

[7(y)| 00-02 02-04 04-06 06-08 08-10 10-12 12-17
Source systematic uncertainty (%)

Signal modelling +2.7 +2.7 +2.8 +2.8 +1.1 +2.1 +2.2
Exp. systematics +0.86 +0.91 +0.85 +0.95 +0.98 +0.68 +1.3
Bkg. modelling +1.9 +2.0 +1.7 +1.2 +0.75 +1.2 +2.1
Total systematics +3 +4 +3 +3 +2 +3 +3
Data statistics +7 +7 +7 +7 +8 +9 +7
Total uncertainty +8 +8 +8 +8 +8 +9 +8
[7(y)| 1.7-2.37

Source systematic uncertainty (%)

Signal modelling +0.68

Exp. systematics +1.3

Bkg. modelling +3.8

Total systematics +4

Data statistics +8

Total uncertainty +9

Table 10.19: Summary of the sources of uncertainty on the normalised differential cross-section as a
function of AR(y, [),i,» presented as a percentage of the measured cross-section in each bin.

AR(Y, Din 04-055 055-07 07-085 08-10 10-13 13-16 16-19
Source systematic uncertainty (%)

Signal modelling +1.8 +0.75 +2.2 +4.7 +2.0 +0.78 +1.1
Exp. systematics +0.61 +0.59 +0.8 +0.93 +0.56 +0.87 +0.73
Bkg. modelling +2.8 +2.4 +2.0 +1.5 +2.3 +2.5 +1.9
Total systematics +4 +3 +3 +5 +3 +3 +2
Data statistics +7 +8 +9 +10 +7 +8 +8
Total uncertainty +8 +8 +9 +11 +8 +8 +8
AR(Y, D) in 19-23 23-27 27-50

Source systematic uncertainty (%)

Signal modelling +2.0 +1.6 +9.3

Exp. systematics +0.75 +1.1 +2.7

Bkg. modelling +3.0 +5.8 +15.0

Total systematics +4 +6 +17

Data statistics +8 +11 +12

Total uncertainty +9 +12 +21
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10.2 Normalised cross-section measurements

Table 10.20: Summary of the sources of uncertainty on the normalised differential cross-section as a
function of A¢(l, 1), presented as a percentage of the measured cross-section in each bin.

Ag(L,1) 00-06 06-12 12-16 16-19 19-22 22-24 24-26
Source systematic uncertainty (%)

Signal modelling +3.9 +3.1 +1.5 +1.7 +5.2 +1.4 +3.6
Exp. systematics +1.3 +1.1 +0.84 +0.92 +0.76 +1.2 +1.3
Bkg. modelling +3.8 +1.9 +1.1 +0.6 +0.72 +0.81 +0.98
Total systematics +6 +4 +2 +2 +5 +2 +4
Data statistics +9 +7 +9 +8 +8 +9 +9
Total uncertainty +10 +8 +9 +9 +9 +10 +10
Ag(l,1) 26-28 28-30 3.0-3.14

Source systematic uncertainty (%)

Signal modelling +2.9 +1.4 +2.7

Exp. systematics +0.82 +0.92 +1.6

Bkg. modelling +0.98 +1.4 +1.7

Total systematics +3 +2 +4

Data statistics +9 +9 +10

Total uncertainty +9 +9 +10

Table 10.21: Summary of the sources of uncertainty on the normalised differential cross-section as a
function of |An(l, [)|, presented as a percentage of the measured cross-section in each bin.

[Anp(1,1)] 00-03 03-06 06-09 09-12 12-15 15-18 18-22
Source systematic uncertainty (%)

Signal modelling +2.6 +1.8 +3.7 +1.2 +1.3 +4.9 +3.3
Exp. systematics +0.75 +0.98 +0.87 +0.87 +0.52 +0.63 +0.88
Bkg. modelling +1.1 +0.79 +0.53 +0.29 +0.58 +0.77 +0.76
Total systematics +3 +2 +4 +2 +2 +5 +4
Data statistics +7 +7 +7 +7 +8 +9 +9
Total uncertainty +8 +8 +8 +8 +8 +10 +10
[An(1,1)] 22-5.0

Source systematic uncertainty (%)

Signal modelling +4.9

Exp. systematics +1.4

Bkg. modelling +1.1

Total systematics +5

Data statistics +7

Total uncertainty +9
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Figure 10.8: Statistical correlation matrix of the normalised fiducial cross-sections, estimated with the
bootstrap method. Each bin is represented as < name >_bin< number >, where the name tag denotes
the observable’s name with ph_pt, ph_eta, dR_lep_ph, dEta_lep, and dPhi_lep referring to pr(y),
)|, AR(Y, 1) min» |An(1,1)| and A¢(l, 1), respectively. The number tag indicates the bin’s number
of the respective observable.
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10.2 Normalised cross-section measurements

Table 10.22: XZ/ndf and the corresponding p-values between the measured normalised cross-sections
and the MC predictions as well as the NLO theory calculation.

Observable MGS5_aMC+PyTHIA8 MG5_aMC+HERWIGT Theory NLO
XZ/ndf p-value )(z/ndf p-value )(Z/ndf p-value

pr(y) 6.3/10 0.79 5.3/10 0.87 6.0/10  0.82
In(y)| 7317 0.40 7717 0.36 45/7 072
AR(y, D) 20.1/9 0.02 18.9/9 0.03 13.5/9  0.14
A¢(1, 1) 30.8/9 <0.01 31.6/9 <0.01 58/9  0.76
An(1, )| 6.5/7 0.48 6.8/7 0.45 56/7 059
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CHAPTER 11

Conclusions and outlook

This work presents differential cross-section measurements of the combined ¢ty + tWy
process in the eu decay channel. The measurements are performed in this decay channel due
to its high signal purity and to compare with the most recent theory calculation at NLO in
QCD [9]. The data used in this work were collected by the ATLAS detector at the LHC in
pp collisions at 4/s = 13 TeV, with an integrated luminosity of 139 bl

The signal region of the measurements is characterised by the presence of exactly one hard
photon, one electron and one muon of opposite charge, at least two jets among which at least
one is b-tagged, and missing transverse energy. The reconstructed distributions of data are
corrected for acceptance and efficiencies of the detector using the IBS unfolding method.
The performance of the IBS method is tested and optimised, leading to a reliable unfolding
procedure.

The differential measurements are performed in a fiducial phase space at parton level,
as functions of pr(y), [n(¥)|, AR(y,1)nin» Ad(L, 1), and |An(l,1)|. Fiducial phase-space
requirements mimic the selection in the dedicated theoretical calculation, provided by the
authors of Ref. [9].

For the first time, the combined tfy + tWy cross-section measurements are compared
to a full calculation at NLO in QCD, including resonant and non-resonant contributions
and off-shell effects. Furthermore, the measurements are compared to state-of-the-art MC
simulations at LO in QCD. They are found to be in good agreement with the calculation and
the MC simulations within uncertainties. The overall shape of the measured distributions is
described better by the calculation than the MC simulations, especially for the AR(y, )
and A¢(l, ) distributions.

The precision of the results presented here surpasses that of the differential measurements
performed at an integrated luminosity of 36 fb~! [7]. However, results can not be directly
compared since they are performed in a different fiducial phase space. The results have
overall total uncertainties of approximately 8%-12% and 8%-10% for most absolute and
normalised differential cross-sections, respectively. Only in regions with a small number
of events, such as at high values of pr(y) and AR(y,[),,;,, the total uncertainty increases

min
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to 16% and 23%, respectively, for the absolute cross-sections and 15% and 21%, for the
normalised ones. Statistical uncertainties limit the precision of the measurements, whereas
signal and background modelling dominate the systematic uncertainties.

The measurements presented here are compared with the NLO theory calculation focusing
on the e channel. The statistical uncertainty for future measurements, being the limiting factor,
can be reduced by including more decay channels, with minor background contaminations,
such as the ee and pu channels, i.e. performing the measurements in the full dilepton
channel. Despite having relatively small BRs, these decay channels combined, i.e. ee and
uu, would still double the number of collected data events. Furthermore, having a small
background contribution would mean that the uncertainties related to background processes
will not outperform the possible decrease in the statistical uncertainty. Moreover, systematic
uncertainties of the measurements presented in this work approach in size the statistical
ones. Hence, using an unfolding procedure that correlates the sources of uncertainties, e.g.
employing a fit where the uncertainties are included as nuisance parameters, can lessen such
systematic uncertainties. For example, techniques such as a likelihood profiling based on
HistFitter [116] and Fully Bayesian Unfolding [117] offer such advantage.

The modelling of AR(y,1),,i, and A¢(/, ) distributions by the MC simulations at LO in
QCD requires further investigation, and higher-order corrections are needed to describe the
data better. Additionally, other measurements can be performed using the full Run 2 data in
the single lepton and dilepton channels. Such measurements with a large number of data
events can unravel the possibility to perform double-differential measurements, for example,
as a function of py(y) in different |(y)| regions. These measurements are sensitive to the
gluon parton distribution functions.

The differential measurements can be interpreted in effective field theories by testing
higher-dimensional operators sensitive to the ¢7y vertex [39]. Such an interpretation would
be a stringent test to SM predictions where any deviation would point to new physics.
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APPENDIX A

Additional shower shapes and fit results

The fits performed to the m,,, distribution for the 2015 and 2016 Z — eey data events
are shown in Fig. A.1. The signal fraction weights W, calculated from the fits are shown
in Fig. A.2. The shower shapes are compared between the first and second approaches
as well as the nominal event selection case. They are shown in Figs. A.3—-A.18 in 4
different |n|-regions: 0 < |n(y)| < 0.6, 0.6 < |n(y)| < 1.37, 1.52 < |n(y)| < 1.81, and
1.81 < |n(y)| < 2.37.
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Figure A.1: Fits to the m,, ey distribution of Z — eey data for the years 2015 (top) and 2016 (bottom),

where a Crystal-ball function and 4th order Bernstein polynomial are used to model singal and
background, respectively.
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Figure A.2: Signal fraction weights W calculated from post-fit results of the Z — eey data for the
years 2015 (top) and 2016 (bottom) using Eq. (5.1).
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Figure A.4: Rhadl distributions in data (black) and MC before (red) and after (blue) correction in
the 2nd eta region 0.6 < |n(y)| < 1.37. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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Figure A.5: Rhadl distributions in data (black) and MC before (red) and after (blue) correction in
the 3rd eta region 1.52 < |(y)| < 1.81. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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Figure A.6: Rhadl distributions in data (black) and MC before (red) and after (blue) correction in
the 4th eta region 1.81 < |n(y)| < 2.37. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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Figure A.7: {1 distributions in data (black) and MC before (red) and after (blue) correction in the 1st
eta region 0 < |n(y)| < 0.6. The left (right) column shows for converted (unconverted) photons, three
distributions: nominal event selection case (top), 1st approach (middle), and 2nd approach (bottom)
applied.
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Figure A.8: f1 distributions in data (black) and MC before (red) and after (blue) correction in the 2nd
eta region 0.6 < |n(y)| < 1.37. The left (right) column shows for converted (unconverted) photons,
three distributions: nominal event selection case (top), 1st approach (middle), and 2nd approach
(bottom) applied.
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Figure A.9: f1 distributions in data (black) and MC before (red) and after (blue) correction in the 3rd
eta region 1.52 < |n(y)| < 1.81. The left (right) column shows for converted (unconverted) photons,
three distributions: nominal event selection case (top), 1st approach (middle), and 2nd approach
(bottom) applied.
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Figure A.10: f1 distributions in data (black) and MC before (red) and after (blue) correction in the 4th
eta region 1.81 < |n(y)| < 2.37. The left (right) column shows for converted (unconverted) photons,
three distributions: nominal event selection case (top), 1st approach (middle), and 2nd approach
(bottom) applied.
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Figure A.11: Eratio distributions in data (black) and MC before (red) and after (blue) correction in the
Ist eta region O < |n(y)| < 0.6. The left (right) column shows for converted (unconverted) photons,
three distributions: nominal event selection case (top), 1st approach (middle), and 2nd approach
(bottom) applied.
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Figure A.12: Eratio distributions in data (black) and MC before (red) and after (blue) correction in
the 2nd eta region 0.6 < |n(y)| < 1.37. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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Figure A.13: Eratio distributions in data (black) and MC before (red) and after (blue) correction in
the 3rd eta region 1.52 < |(y)| < 1.81. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd

approach (bottom) applied.
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Figure A.14: Eratio distributions in data (black) and MC before (red) and after (blue) correction in
the 4th eta region 1.81 < |n(y)| < 2.37. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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Figure A.15: DeltaE distributions in data (black) and MC before (red) and after (blue) correction in the
Ist eta region O < |n(y)| < 0.6. The left (right) column shows for converted (unconverted) photons,
three distributions: nominal event selection case (top), 1st approach (middle), and 2nd approach
(bottom) applied.
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Figure A.17: DeltaE distributions in data (black) and MC before (red) and after (blue) correction in
the 3rd eta region 1.52 < |(y)| < 1.81. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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Figure A.18: DeltaE distributions in data (black) and MC before (red) and after (blue) correction in
the 4th eta region 1.81 < |n(y)| < 2.37. The left (right) column shows for converted (unconverted)
photons, three distributions: nominal event selection case (top), 1st approach (middle), and 2nd
approach (bottom) applied.
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APPENDIX B

Additional cross-section results

The full covariance matrices of the absolute cross-sections are shown in Tables B.1-B.5 and
of the normalised ones are shown in Tables B.6-B.10.

Table B.1: Full covariance matrix of the absolute cross-section as a function of p(y), accounting for
statistical and systematic uncertainties.

3.42e-02 7.26e-03 3.54e-03 2.44e-03 1.41e-03 9.95e-04 5.24e-04 3.20e-04 1.28e-04 4.19e-05 1.37e-05
7.26e-03 1.14e-02 2.14e-03 1.09e-03 6.80e-04 4.67e-04 2.60e-04 1.69e-04 6.49e-05 2.27e-05 8.39e-06
3.54e-03 2.14e-03 6.57e-03 1.06e-03 3.44e-04 2.61e-04 1.55e-04 9.45e-05 3.62e-05 1.22e-05 4.37e-06
2.44e-03 1.09e-03 1.06e-03 4.19e-03 5.33e-04 2.04e-04 1.28e-04 8.62e-05 3.30e-05 1.21e-05 4.00e-06
1.41e-03 6.80e-04 3.44e-04 5.33e-04 1.91e-03 2.20e-04 7.68e-05 5.32e-05 2.05e-05 7.67e-06 2.67e-06
9.95e-04 4.67e-04 2.61e-04 2.04e-04 2.20e-04 1.12e-03 7.83e-05 3.38e-05 1.38e-05 5.28e-06 1.79e-06
5.24e-04 2.60e-04 1.55e-04 1.28e-04 7.68e-05 7.83e-05 3.99e-04 2.71e-05 8.09e-06 3.08e-06 1.05e-06
3.20e-04 1.69e-04 9.45e-05 8.62e-05 5.32e-05 3.38e-05 2.71e-05 2.08e-04 7.49e-06 2.37e-06 8.79e-07
1.28e-04 6.49e-05 3.62e-05 3.30e-05 2.05e-05 1.38e-05 8.09e-06 7.49e-06 3.25e-05 1.09e-06 3.53e-07
4.19e-05 2.27e-05 1.22e-05 1.21e-05 7.67e-06 5.28e-06 3.08e-06 2.37e-06 1.09e-06 8.87e-06 1.56e-07
1.37e-05 8.39e-06 4.37e-06 4.00e-06 2.67e-06 1.79e-06 1.05e-06 8.79e-07 3.53e-07 1.56e-07 1.51e-06

Table B.2: Full covariance matrix of the absolute cross-section as a function of |r(7y)|, accounting for
statistical and systematic uncertainties.

3.95e+00 5.05e-01 3.94e-01 4.18¢-01 4.21e-01 3.89e-01 3.39e-01 2.17e-01
5.05e-01 3.83e+00 5.14e-01 4.07e-01 4.21e-01 3.98¢-01 3.40e-01 2.15e-01
3.94e-01 5.14e-01 3.38¢+00 4.80e-01 4.14e-01 4.06e-01 3.54e-01 2.23e-01
4.18e-01 4.07e-01 4.80e-01 3.69e+00 5.31e-01 4.41e-01 4.02e-01 2.56e-01
4.21e-01 4.21e-01 4.14e-01 5.31e-01 3.24e+00 5.73e-01 4.76e-01 3.12e-01
3.89e-01 3.98e-01 4.06e-01 4.41e-01 5.73e-01 2.70e+00 4.92e-01 3.07e-01
3.3%e-01 3.40e-01 3.54e-01 4.02e-01 4.76e-01 4.92e-01 1.81e+00 3.06e-01
2.17e-01  2.15e-01 2.23e-01 2.56e-01 3.12e-01 3.07e-01 3.06e-01 6.07e-01
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Table B.3: Full covariance matrix of the absolute cross-section as a function of AR(y, [) ., accounting

for statistical and systematic uncertainties.

8.18e+00 8.53e-01

8.53e-01
5.64e-01
4.54e-01
3.64e-01
3.49¢-01
3.37e-01
3.03e-01
1.62e-01
2.42e-02

6.08e+00
6.13e-01
3.94e-01
3.12e-01
3.03e-01
3.03e-01
2.71e-01
1.44e-01
2.17e-02

5.64e-01
6.13e-01
4.96e+00
3.94e-01
2.63e-01
2.61e-01
2.69¢e-01
2.39¢e-01
1.40e-01
2.42e-02

4.54e-01
3.94e-01
3.94e-01
4.05e+00
3.51e-01
3.21e-01
2.98e-01
2.49e-01
1.81e-01
4.06e-02

3.64e-01
3.12e-01
2.63e-01
3.51e-01
2.15e+00
3.92e-01
3.35e-01
2.66e-01
2.24e-01
5.57e-02

3.49¢e-01
3.03e-01
2.61e-01
3.21e-01
3.92e-01
1.80e+00
3.46e-01
2.77e-01
2.29e-01
5.70e-02

3.37e-01
3.03e-01
2.69e-01
2.98e-01
3.35e-01
3.46e-01
1.84e+00
2.87e-01
2.26e-01
5.46e-02

3.03e-01
2.71e-01
2.39e-01
2.49¢e-01
2.66e-01
2.77e-01
2.87e-01
1.06e+00
1.99¢-01
4.58e-02

1.62e-01
1.44e-01
1.40e-01
1.81e-01
2.24e-01
2.29¢-01
2.26e-01
1.99¢-01
6.77e-01
4.13e-02

2.42e-02
2.17e-02
2.42e-02
4.06e-02
5.57e-02
5.70e-02
5.46e-02
4.58e-02
4.13e-02
2.55e-02

Table B.4: Full covariance matrix of the absolute cross-section as a function of A¢(l, /), accounting
for statistical and systematic uncertainties.

5.77e-01
1.34e-01
1.34e-01
1.41e-01
1.41e-01
1.63e-01
1.60e-01
1.80e-01
1.79e-01
2.06e-01

1.34e-01
7.08e-01
1.67e-01
1.74e-01
1.79e-01
2.10e-01
2.08e-01
2.30e-01
2.19e-01
2.66e-01

1.34e-01
1.67e-01
1.03e+00
1.89e-01
1.96e-01
2.27e-01
2.26e-01
2.49e-01
2.29¢e-01
2.70e-01

1.41e-01
1.74e-01
1.89e-01
1.61e+00
2.09¢e-01
2.39e-01
2.35e-01
2.63e-01
2.50e-01
2.88e-01

1.41e-01
1.79e-01
1.96e-01
2.09e-01
1.66e+00
2.57e-01
2.55e-01
2.87e-01
2.68e-01
3.13e-01

1.63e-01
2.10e-01
2.27e-01
2.39¢e-01
2.57e-01
2.66e+00
3.01e-01
3.43e-01
3.17e-01
3.88e-01

1.60e-01  1.80e-01
2.08e-01  2.30e-01
2.26e-01  2.49e-01
2.35e-01 2.63e-01
2.55e-01 2.87e-01
3.0le-01 3.43e-01
2.87e+00 3.33e-01
3.33e-01 2.78e+00
3.04e-01 3.53e-01
3.78e-01 4.23e-01

1.79e-01
2.19e-01
2.29¢-01
2.50e-01
2.68e-01
3.17e-01
3.04e-01
3.53e-01
2.91e+00
4.04e-01

2.06e-01
2.66e-01
2.70e-01
2.88e-01
3.13e-01
3.88e-01
3.78e-01
4.23e-01
4.04e-01
4.56e+00

Table B.5: Full covariance matrix of the absolute cross-section as a function of |An(l, [)|, accounting
for statistical and systematic uncertainties.

2.50e+00
4.66e-01
5.30e-01
4.28e-01
3.54e-01
2.97e-01
2.21e-01
4.21e-02

4.66e-01
2.17e+00
4.68e-01
3.77e-01
3.09e-01
2.64e-01
1.96e-01
3.72e-02

5.30e-01
4.68e-01
2.61e+00
4.35e-01
3.53e-01
2.96e-01
2.25e-01
4.20e-02

4.28e-01
3.77e-01
4.35e-01
2.06e+00
2.89%e-01
2.42e-01
1.83e-01
3.50e-02

3.54e-01
3.09¢e-01
3.53e-01
2.89%¢e-01
1.66e+00
1.98e-01
1.49¢-01
2.85e-02

2.97e-01
2.64e-01
2.96e-01
2.42e-01
1.98e-01
1.40e+00
1.26e-01
2.44e-02

2.21e-01
1.96e-01
2.25e-01
1.83e-01
1.49e-01
1.26e-01
7.74e-01
1.86e-02

4.21e-02
3.72e-02
4.20e-02
3.50e-02
2.85e-02
2.44e-02
1.86e-02
2.66e-02
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Table B.6: Full covariance matrix of the normalised cross-section as a function of py(y), accounting
for statistical and systematic uncertainties.

1.36e-05
2.53e-07
-5.27e-07
-4.47e-07
-3.83e-07
-2.64e-07
-2.32e-07
-1.14e-07
-6.16e-08
-2.21e-08
-8.60e-09

2.53e-07
5.11e-06
8.37e-08
-1.83e-07
-1.13e-07
-8.44e-08
-5.64e-08
-2.68e-08
-1.48e-08
-4.60e-09
-1.40e-09

-5.27e-07
8.37e-08
3.38e-06
1.79e-07

-7.28e-08

-3.76e-08

-1.88e-08

-9.50e-09

-5.00e-09

-1.20e-09

-2.00e-10

-4.47e-07
-1.83e-07
1.79¢e-07
2.32e-06
1.56e-07
9.90e-09
1.27e-08
1.32e-08
4.10e-09
2.20e-09
1.10e-09

-3.83e-07
-1.13e-07
-7.28e-08
1.56e-07
1.10e-06
6.71e-08
9.20e-09
7.80e-09
4.00e-09
1.80e-09
8.00e-10

-2.64e-07
-8.44e-08
-3.76e-08
9.90e-09
6.71e-08
6.57e-07
2.37e-08
5.50e-09
2.70e-09
1.40e-09
6.00e-10

-2.32e-07
-5.64e-08
-1.88e-08
1.27e-08
9.20e-09
2.37e-08
2.38e-07
8.80e-09
2.50e-09
1.20e-09
5.00e-10

-1.14e-07
-2.68e-08
-9.50e-09
1.32¢-08
7.80e-09
5.50e-09
8.80e-09
1.25e-07
2.40e-09
7.00e-10
4.00e-10

-6.16e-08
-1.48e-08
-5.00e-09
4.10e-09
4.00e-09
2.70e-09
2.50e-09
2.40e-09
1.98e-08
5.00e-10
2.00e-10

-2.21e-08
-4.60e-09
-1.20e-09
2.20e-09
1.80e-09
1.40e-09
1.20e-09
7.00e-10
5.00e-10
5.50e-09
1.00e-10

-8.60e-09
-1.40e-09
-2.00e-10
1.10e-09
8.00e-10
6.00e-10
5.00e-10
4.00e-10
2.00e-10
1.00e-10
1.00e-09

Table B.7: Full covariance matrix of the normalised cross-section as a function of |1(7y)|, accounting
for statistical and systematic uncertainties.

2.19e-03 3.83e-05 -3.69e-05 -6.47e-05 -8.36e-05 -5.51e-05 -2.33e-05 1.14e-05
3.83e-05 2.12e-03  4.06e-05 -6.28e-05 -7.43e-05 -4.83e-05 -1.09e-05 1.76e-05
-3.69¢-05 4.06e-05 1.83e-03 -1.39e-05 -7.36e-05 -4.90e-05 -1.51e-05 9.90e-06
-6.47e-05 -6.28e-05 -1.39e-05 1.95e-03 -4.85e-05 -6.63e-05 -3.66e-05 -7.66e-06
-8.36e-05 -7.43e-05 -7.36e-05 -4.85e-05 1.61e-03 -3.30e-05 -5.41e-05 -2.11e-05
-5.51e-05 -4.83e-05 -4.90e-05 -6.63e-05 -3.30e-05 1.32e-03 -2.66e-05 -9.94e-06
-2.33e-05 -1.09e-05 -1.51e-05 -3.66e-05 -5.41e-05 -2.66e-05 8.18¢e-04 8.01e-06
1.14e-05 1.76e-05 9.90e-06 -7.66e-06 -2.11e-05 -9.94e-06 8.0le-06 2.73e-04

Table B.8: Full covariance matrix of the normalised cross-section as a function of AR(Y,[)yins

accounting for statistical and systematic uncertainties.

4.88e-03
1.71e-04
2.55e-05
-5.91e-05
-1.50e-04
-1.38e-04
-6.78e-05
3.25e-05
5.92e-05
2.40e-05

1.71e-04
3.50e-03
7.16e-05
-5.96e-05
-1.22e-04
-1.12e-04
-6.00e-05
1.43e-05
2.89e-05
1.33e-05

2.55e-05
7.16e-05
2.89e-03
-6.81e-06
-9.81e-05
-8.54e-05
-4.97e-05
2.51e-06
1.57e-05
9.07e-06

-5.91e-05
-5.96e-05
-6.81e-06
2.34e-03
-2.80e-05
-3.42e-05
-2.90e-05
-8.63e-06
1.43e-05
1.01e-05

-1.50e-04
-1.22e-04
-9.81e-05
-2.80e-05
1.12e-03
7.21e-06
-1.65e-05
-2.21e-05
1.33e-05
1.12e-05

-1.38e-04
-1.12e-04
-8.54e-05
-3.42¢-05
7.21e-06
9.09e-04
-8.64¢-06
-2.06e-05
9.72e-06
9.03e-06

-6.78e-05
-6.00e-05
-4.97e-05
-2.90e-05
-1.65e-05
-8.64e-06
9.43e-04
-8.35e-06
1.25e-05
8.65e-06

3.25e-05
1.43e-05
2.51e-06
-8.63e-06
-2.21e-05
-2.06e-05
-8.35e-06
5.22e-04
2.16e-05
9.09e-06

5.92e-05
2.89e-05
1.57e-05
1.43e-05
1.33e-05
9.72e-06
1.25e-05
2.16e-05
3.61e-04
1.37e-05

2.40e-05
1.33e-05
9.07e-06
1.01e-05
1.12e-05
9.03e-06
8.65e-06
9.09e-06
1.37e-05
1.42e-05
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Table B.9: Full covariance matrix of the normalised cross-section as a function of A¢ (!, [), accounting
for statistical and systematic uncertainties.

2.96e-04
1.16e-06
-9.46e-06
-1.71e-05
-2.28e-05
-2.60e-05
-3.16e-05
-2.79e-05
-2.79e-05
-2.80e-05

1.16e-06  -9.46e-06
3.38¢-04 -1.35e-05
-1.35e-05 5.13e-04
-2.13e-05 -2.64e-05
-2.55e-05 -3.25e-05
-2.72e-05 -3.60e-05
-3.19e-05 -4.09e-05
-3.08e-05 -4.05e-05
-3.26e-05 -4.43e-05
-3.09e-05 -4.84e-05

-1.71e-05 -2.28e-05 -2.60e-05
-2.13e-05 -2.55e-05 -2.72e-05
-2.64e-05 -3.25e-05 -3.60e-05
8.50e-04 -3.53e-05 -4.14e-05
-3.53e-05 8.62e-04 -3.77e-05
-4.14e-05 -3.77e-05 1.43e-03
-4.42e-05 -3.95e-05 -3.89e-05
-4.35e-05 -4.17e-05 -4.41e-05
-4.29e-05 -4.22e-05 -4.95e-05
-4.33e-05 -3.49e-05 -3.65e-05

-3.16e-05
-3.19e-05
-4.09e-05
-4.42e-05
-3.95e-05
-3.89¢e-05

1.57e-03
-4.5%-05
-4.83e-05
-3.33e-05

-2.79¢-05
-3.08e-05
-4.05e-05
-4.35e-05
-4.17¢-05
-4.41e-05
-4.59¢-05
1.45e-03
-4.58¢-05
-4.05e-05

-2.79e-05
-3.26e-05
-4.43e-05
-4.29e-05
-4.22e-05
-4.95e-05
-4.83e-05
-4.58e-05

1.57e-03
-2.99e-05

-2.80e-05
-3.09e-05
-4.84e-05
-4.33e-05
-3.49¢-05
-3.65e-05
-3.33e-05
-4.05e-05
-2.99e-05
2.50e-03

Table B.10: Full covariance matrix of the normalised cross-section as a function of |An(l,[)],
accounting for statistical and systematic uncertainties.

-7.62e-05 -8.68e-05 -7.71e-05
1.05e-03  -6.63e-05 -5.89e-05
-6.63e-05 1.24e-03  -6.58e-05
-5.89e-05 -6.58e-05 1.03e-03
-5.22e-05 -5.88e-05 -4.96¢-05
-4.18e-05 -4.75e-05 -4.02e-05
-3.09e-05 -3.42e-05 -2.85e-05
-6.45e-06 -7.69e-06 -6.19e-06
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1.18e-03
-7.62e-05
-8.68e-05
-71.71e-05
-6.12e-05
-4.76e-05
-3.88e-05
-9.19¢-06

-6.12e-05 -4.76e-05
-5.22e-05 -4.18e-05
-5.88e-05 -4.75e-05
-4.96e-05 -4.02e-05
8.63e-04  -3.34e-05
-3.34e-05 7.56e-04
-2.40e-05 -1.94e-05
-5.33e-06 -4.24e-06

-3.88e-05 -9.19e-06
-3.09e-05 -6.45e-06
-3.42e-05 -7.69e-06
-2.85e-05 -6.19e-06
-2.40e-05 -5.33e-06
-1.94e-05 -4.24e-06
4.15e-04  -2.90e-06
-2.90e-06  1.40e-05
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