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Abstract

Using data recorded with theERA-B detector at DESY, nuclear effects in the pro-
duction of Jy mesons are investigated in proton-nucleus interactions at a center-of-
mass energy of 41.6 GeMHERA-B is a fixed-target spectrometer in which protons
from the HERA accelerator are collided with thin wire targets of different mate
als. Leptonic decays of/y] mesons are enriched by a multi-level trigger system.
From approximately 90,000 — u*u~ decays collected in the 2002/2003 data-
taking period using a carbon and a tungsten wire simultaneously, the ngclgar
pression parameter (o < 1 stands for the suppression gf)Joroduction in nuclear
matter) is derived as a function of thépXkinematics. The measurementamfis per-
formed by measuring three ratios: the ratio of thg yields on the wires, the ra-
tio of the Jy detection efficiencies, and the ratio of luminosities. A small constant
suppression of/J production is measured as a function of Feynman’s scaling vari-
ablexg in the HERA-B range of—0.375< xg < 0.125. An average suppression of
o = 0.969+ 0.003(stat) + 0.021(syst) is found in this range. The measured distribu-
tions of a(xg) anda(pr) agree well with the results of previous measurements. For
the first time,a (xg) is measured for negative valuesgfsmaller than-0.1. The mea-
sured values of (xg) are consistent with theoretical predictions af uppression due

to the absorption of final-stat& pairs or the fully formed/ mesons.

Zusammenfassung

In der vorliegenden Arbeit wird der Einfluss nuklearer Effekte aufRligduktion von
Jw-Mesonen in Proton-Kern-Wechselwirkungen bei einer Schwetgenkrgie von
41 6 GeV untersucht. Dazu werden Daten verwendet, die in der Datennatiowp
2002/2003 mit demilERA-B-Detektor am DESY aufgezeichnet wurden. HHBRA-B-
Detektor werden Protonen aus dem HERA-Beschleunigerimiten Drahttargets zur
Kollision gebracht. Leptonische Zéife von Jy-Mesonen werden mittels eines mehr-
stufigen Triggersystems in den Daten angereichert. Der Ufitgkdngsparametear

(o < 1 bedeutet Unterdickung der Ap-Produktion in Kernmaterie) wird aus Da-
tensitzen bestimmt, in denen gleichzeitig je ein Kohlenstoff- und ein Wolframdraht
als Targets benutzt wurden. Die Messung basiert auf etwa 90.000steki@rten
Zerfallen Jy — p*u~. Der Parameteor hangt von der A-Kinematik ab und wird
durch die Messung dreier Veihnisse zwischen den beiden Targatten ermittelt:
der Verlaltnisse der Zahl produziertefydMesonen, der/d-Nachweiseffizienzen und
der Luminosiéiten. Die Messung ergibt eine konstante geringe Urilekimg der dp-
Produktion als Funktion der Feynman-Skalenvarialén dem vonHERA-B abge-
deckten kinematischen Bereich zwischen= —0,375 undxg = 0,125. Die mittle-
re Unterdilckung in diesem Bereich béagta = 0,969+ 0,003(stat) 4+ 0,021(syst).
Die Verteilungen des Unterdckungsparameters als Funktion vorxs und pr stim-
men gut mit den Ergebnissenifrerer Messungeiiberein. Erstmals wird in dieser
Arbeit o (xg) im Bereich negativexs-Werte kleiner als-0,1 bestimmt. Die Messung
von o (Xg) stimmt mit theoretischen Berechnungéberein, die eine Unterdckung
der Ju-Produktion aufgrund der Absorption vob-€aaren im Endzustand der Proton-
Kern-Wechselwirkung oder des voll ausgebildet@mNlesons vorhersagen.
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Chapter 1

Introduction

This introductory chapter describes the context in whial thesis is written. The
chapter commences with a brief introduction to the Stan&odel of particle physics,
followed by an overview of the physics of heavy quarkonia amiide to this thesis.

1.1 The Standard Model of Particle Physics

The current knowledge of our universe on the level of the EwsBknown particles is
summarized in the Standard Model of particle physics. Tla@d&ird Model, based on
guantum mechanics and the special theory of relativithesmost successful descrip-
tion of nature on the fundamental level so far. The StandandéViwas formulated in
the 1960's and 1970’s, and no experimental evidence forighy®yond the Standard
Model has been found since.

In the framework of the Standard Model, there are two kindslementary parti-
cles, fermions and bosons. All matter is built from fermiomke interactions between
fermions are mediated by gauge bosons. The fermions, sumedan Table 1.1, form
three generations with similar properties. For each of énmions, there is an antiparti-
cle with the same properties as the fermion’s, except thahakge-like quantum num-
bers have opposite signs. The fermions can be further diviltte quarks and leptons
according to the forces which act on them. The forces of tae&trd Model include the
electromagnetic force, responsible e.g. for the bindiratofns and molecules to liquids
and solids, the weak force, which governs for example theaative 3-decay, and the
strong force, by which the quarks and gluons inside nuclaoa®ound. Gravitational
forces are not described within the framework of the Stashtlémdel.

The basic theoretical formalism used to build the Standasd\lis relativistic quan-
tum field theory. In relativistic quantum field theory, logguge symmetries determine
the structure of the interactions between the constituehisatter. The two theories
which form the Standard Model are the theories of electréwasad strong interac-
tions. The electroweak theory is based on the combined symr8&)(2) x U(1) of
the weak isospin componentsandl, and the hyperchargé = Q+ I3, Q being the
electric charge. Hence, the electroweak theory is the anifieory of weak and elec-
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Table 1.1: The fundamental fermions in the Standard Model of particle physics. dingdns
are arranged in three generations, which are formed by two quarksvariéptons.

Generation Quarks Leptons

1 up quark (u) electron neutrined)
down quark (d)  electron (e)

2 charm quark (c)  muon neutring,()
strange quark (s) muom)

3 top quark (t) tau neutrinosf)
bottom quark (b) taur

tromagnetic interactions. The gauge bosons mediatingreleeak interactions are the
massless photon, and three massive bosons, theavd the Z.

The theory of strong interactions, quantum chromodynaif@s3D), is based on a
SU(3) symmetry of an additional quantum number called color. Rsiaarry one of
three different colors, and interactions between quar&sregdiated by eight massless
bi-colored gluons. These two theories are summarized iteTaB.

1.2 The Discovery of the Charm Quark

An important milestone in establishing the Standard Moda$ whe discovery of the
charm quark in 1974. A set of three new fundamental partickesbeen proposed by
Gell-Mann [GM64] and Zweig [Zwe64b]. The quarks, as they evealled by Gell-
Mann, were introduced as a classification scheme for the"“@bparticles discovered
in the decade before. All known hadrons could be describembagposed of a quark-
antiquark pair or three quarks, using quarks of three dffeflavors: u, d, and s. Quarks
were considered as useful theoretical constructions toritéesexperimental data, but
there was no evidence for the existence of these particléseasasic constituents of
mesons and baryons. In 1970, Glashow, lliopoulos, and Matamwed that a fourth
guark is needed in order to suppress neutral currents tlatgehstrangeness in the
theory of electroweak interactions (“GIM mechanism”) [@EDa].

In November 1974, a narrow resonance at an invariant maspmbamately
3.1 GeV/c? was discovered at about the same time fiee annihilation at the Stan-
ford Linear Accelerator Center (SLAC) [Aug74] and in protoargdlium interactions
at Brookhaven National Laboratory (BNL) [Aub74]. While the SCAroup called the
new particle ", it was dubbed “J” by the BNL group, hence it is widely refette as
the “Jy” particle. Two weeks later, the discovery of another resmeaat 37 GeV/c?,
they’, was reported [Abr74]. These discoveries, sometimegddhe “November Rev-
olution”, and the subsequent interpretation of tAg ds “charmonium”, i.e. a bound
state of a c andaquark [App75, DR75], are considered the single most impogtep
to establish quarks as the basic building blocks of matter.



1.3 Heavy Quarkonia

Table 1.2: Theories in the Standard Model of particle physics. The dynamical tlseorie
the Standard Model are listed along with the bosons mediating the forceseand th
fermions on which the forces act. Interactions between the gauge basomot

shown.
Dynamical Theory Gauge Bosons Force Acts On
Electroweak Theory Photory)( Charged Fermions

W=, Z All Fermions

Quantum Chromodynamics 8 Gluons (g) Quarks

1.3 Heavy Quarkonia

Charmonia are representatives of a class of particles cajlearkonia”. Quarkonia

are bound states of quarks and antiquarks, and can be vieswbe datoms of strong

interaction”. Quarkonia are bound by a potential given by QTBe potential allows

bound states with specific binding energies as well as fraest Thus quarkonium
spectroscopy is an important technique in studying the QCrpial. Measuring the

properties of quarkonia provides stringent tests of QCD aghhory of strong interac-
tions. The following discussion is restricted to the praductand decays of charmonia.
A recent overview of the field of heavy quarkonium physicsastained in [Bra04].

Studying the production and decay mechanisms for charnrenéals new insights
in QCD. In hadroproduction, &y meson cannot be formed by a simple combination
of a « pair, because th&pair bears the wrong quantum numbers to formpa Barly
production models were guided by the idea that eve&rypair with a mass below the
threshold to produce two charmed mesons has an equal plibbeibform a charmo-
nium state. Later models noticed that in perturbative QCB dttpair has to neutralize
its color by radiating gluons before forming a charmoniuatest Since these models
predicted too small production cross sections, especllgrge transverse momenta,
they were replaced by models that take into account the appabely nonrelativistic
nature of € bound states, allowing for both colored and color-neudtates to form
charmonia. Still these models are not well-tested in fix@det hadroproduction of
charmonia. In addition, the models rely on experimentalirip fix non-perturbative
parameters.

An interesting field in studying the properties of charmonistates is in-medium
production. Due to the presence of color fields and othengtyanteracting particles
in the nuclear medium, charmonia can dissolve or recomtepeiiding on the medium.
Several competing mechanisms to explain these effects €doumd in the literature.
Suppression of charmonium production has been proposesigisature for the discov-
ery of a new state of matter, the quark-gluon plasma [Mat8&jwever, charmonium
suppression can also be caused by conventional suppressidmnisms, such as en-
ergy loss of the partons that form the charmonium or absmmf & states in nuclear
matter. In order to understand the suppression of charmopioduction in nucleus-
nucleus collisions at current experiments at the CERN SumgoRPSynchrotron (SPS)
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and the Relativistic Heavy-lon Collider (RHIC) at BNL, and pladmxperiments at the
Large Hadron Collider (LHC) at CERN, a better knowledge of chamomm suppres-

sion in proton-nucleus collisions is mandatory. HERA-B experiment is capable of
contributing to this endeavor.

1.4 Scope of this Thesis

The HERA-B experiment had been designed to measure CP-violation irytters of
neutral B mesons. After it became evident that the compstitothis field, BABAR and
Belle, reached this goal before tHERA-B data-taking commenceHERA-B was ap-
proved for a new physics program based on heavy quark prioduahd QCD studies.
One of the main new topics is the nuclear dependence of gu@anikoproduction. Dur-
ing a five-month data-taking period from October 2002 to Balky 2003, a data sample
of approximately 300,000y mesons decaying into lepton pairs has been collected, ap-
proximately 170,000 of which in the decay chann@l 3> u™u~. Based on data from
this period, the dependence of thie production cross section in proton-nucleus colli-
sions,apa, On the target material is studied in this thesis. The depecelofops on the
atomic mas®\ of the target nucleus is commonly parametrized by the poswer |

Here,opn is the cross section fofyl production in proton-nucleon collisions. In general,
the suppression parametelis a function of the kinematics of the production process,
a = a(Xr, pr,...). Avalue ofa = 1 indicates a scaling of the cross section wkh
while values ofa < 1 imply Jw suppression.

In HERA-B, charmonium production is studied for two different tanyetterials at
the same time. During the data-taking period 2002/200&raédata sets with different
combinations of target materials have been recorded. Ti®s @ectioropa in (1.1)
can be expressed by the numibéof detected &, the detection efficiency, and the
luminosity of the particle beant?’:

Con N
PAT e

Inserting Eq./(1.2) into (1.1) for two different material#fvatomic number#; andA,,
the set of equations can be solved dor

1 Nzgl 51)
oa=———log|{ ——+—]. 1.3
Iog (Az/A]_) 9 (Nl .,%2 ) ( )

Eq. (1.3) suggests a strategy for measuting HERA-B: a depends on three ratios, the
ratio of the number of/ mesons in different materialsp /N1, the ratio of luminosities,
21/, and the ratio of efficiencies; /e,. Hence, the measurementfis a relative
measurement in which only relative efficiencies and lumirexshave to be determined
and many systematic effects cancel.

(1.2)



1.4 Scope of this Thesis

This thesis is organized as follows.

In Chapter 2, the design and performance ofHIERA-B detector and trigger sys-
tem are described.

Chapter 3 reviews the most important aspects of the theoriyarhtonium produc-
tion and key results from previous experiments.

The extraction of charmonium signals from tHERA-B data, the determination of
detector and trigger efficiencies, and a measuremerigdfifferential distributions
are described in Chapter 4.

A measurement of the luminosity ratio can be found in Chapter 5

In Chapter 6, the measurement of nuclear effects\inptoduction is presented.
Systematic uncertainties of the measurement are discumsethe results are com-
pared to previous experiments and to theoretical predistio

The central results of this thesis are summarized in Chapter 7






Chapter 2

The HERA-B Experiment

In this chapter, thelERA-B experimental apparatus is described. After a short owervie
of the experimental environment at the HERA storage ringHBRA-B subdetectors,
their technological challenges and their performancengutfie 2002/2003 data-taking
period are discussed. As thi=RA-B dilepton trigger is essential for the analysis pre-
sented in this thesis, it is described in detail. Finallg ginysics program based on the
2002/2003 run is described.

2.1 The HERA Storage Ring

The HERA accelerator (HERA: Hadron-Elektron-Ringanlage) nseéectron-proton
storage ring situated at the Deutsches Elektronen-SytronrgDESY) in Hamburg,
Germany. An overview of the DESY accelerator facilitiesiieg in Fig/2.1.

In the HERA ring, protons are accelerated to 920 GeV and broudyh collisions
with electrons or positrons with energies of 27.5 GeV at tateriaction points covered
by the experiments H1 [Abt97] and ZEUS [HoI93]. In these ekpents, the internal
structure of the proton is probed in deep-inelastic sdatigrocesses. In the HERMES
experiment [Ack98], the HERA electron/positron beam is lgidtuinto collision with
a gas target. Both beam and target can be polarized to studpihestructure of the
proton. For theHERA-B experiment, protons from the halo of the HERA proton beam
interact with the nuclei of a multi-wire target. Thus HERA-B, the production and
decay of heavy particles in proton-nucleus interactiona eénter-of-mass energy of
/S =416GeV are investigated.

The protons are stored in the HERA ring in bunches. With a onfevence of
63358 m, HERA provides space for 220 proton bunches, and the titeeval between
two bunch crossings at the interaction points is 96 ns. lrugal filling scheme of the
HERA proton ring, only 180 of the 220 bunches are filled. Theaye rate of proton
bunches crossing tH¢ERA-B target thus amounts to 18220x 1/(96 ng = 8.52 MHz.
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Hall North

Magnet e’ Linac
Test Hall

ZEUS

Figure 2.1: Sketch of the HERA storage ring (after [DES00]). The HERA ring with ter f
experimental areas and their respective experiments is shown on thaneftside.
On the right-hand side, a magnified view of the DESY accelerator complekéda
box in the left picture) is shown.

2.2 Subdetectors of the HERA-B Detector

TheHERA-B experiment has been proposed and designed to study CPsolathe
system of neutral B mesons [Loh94, Har95]. Planned as a ditonte the experiments
operating at asymmetric'e™ colliders, Belle [Aba02] andBABAR [Aub02], HERA-B
should explore the rich field of B physics in proton-nucleollisions. However, operat-
ing a particle physics detector in the harsh hadronic enwent introduces substantial
challenges not only in detector and trigger design, butialsleeir performance.

After a commissioning run in 2000, it became clear that thesalenges could
not be met in time to compete with the excellent performarfcBedle and BABAR.
Hence, theHERA-B collaboration developed a new physics program making usieeof
advantages of thelERA-B detector, i.e. large angular acceptance, good primary and
secondary vertex resolutions, and a trigger sensitivegdtmtepairs. This new physics
program covers mainly the fields of heavy quark productiah@@D studies [HEROOa,
HEROOb, HERO1]. It was approved for a data-taking period offiteigonths after the
HERA luminosity upgrade in 2000/2001. The most importanidge@f theHERA-B
physics program are discussed in Section 2.5. Due to tealhmicblems related to the
HERA luminosity upgrade, the data-taking period was reduoefive months, from
October 2002 to February 2003.

The HERA-B detector is a forward spectrometer with large angular decep.
A schematic view of the detector is shown in Fig.|2.2. The &perof theHERA-B
detector of 15—-220 mrad in the bending plane of the magnetl&rd.60 mrad in the
non-bending plane corresponds to approximately 90% ofdhé angle in the center-
of-mass frame of the primary interactions. Particles aoelpced by interactions of pro-
tons from the halo of the HERA proton beam with an internal warget. TheHERA-B
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Plan View
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Figure 2.2: Schematic views of thERA-B detector [Spe02]: plan view (above) and elevation
view (below). The subdetectors are described in the text.

tracking system consists of a silicon vertex tracker (VD8rt& Detector System), a
spectrometer magnet, and a multi-layer tracking systenghik divided into an inner
part (ITR: Inner Tracker) and an outer part (OTR: Outer TrackBarticle identifica-
tion is performed with a ring-imaging@erenkov counter (RICH), an electromagnetic
calorimeter (ECAL), a transition radiation detector (TRD)daa muon detector. The
following description of subdetectors is restricted toplaets of the detector which have
been in operation during the data-taking period 2002/2Qb8ess indicated otherwise,
all performance figures are taken from [HERO04] and referetiwm®in.

The following coordinate system will be used throughous thesis: The-direction
is oriented parallel to the proton flight direction. Theaxis is perpendicular to theaxis
and points towards the center of the HERA ring. The axis pogntipwards is called
they-axis.
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y
Above 2 T<X
z
Inner 2
R A Above 1
% -~ Inner 1
~o - A .
Outer 2 .. Figure 2.3: Sketch of the target
Below 2 KL wire configuration (after [SymO04]).
elow S . .
outer 1 /] Proton The ere stations ar.e separatgd by
Station 2 Beam approximately 4cm in proton flight
tation Below 1 direction. The moving directions of
the target wires are indicated by ar-
Station 1 rows.
2.2.1 Target

TheHERA-B target consists of eight thin wires of materials with diffiet atomic mass
numberdA: carbon A=1201), aluminum A= 26.98), titanium A= 47.87), palladium
(A=10642), and tungsten\= 18384). The target wires are grouped in two stations of
four wires each, separated by approximately 4 cradlirection. The wire arrangement
and naming scheme is depicted in Fig. 2.3. During the d&iageperiod 2002/2003,
the wire configuration was changed several times, as surneakin Table 2.11.

The target wires are inserted into the halo of the HERA proteani and can be
moved transversely to the beam to adjust the average nurhirgeractions per pro-
ton bunch crossing the target. The total interaction rateeasured independently by
hodoscope counters mounted at the exit window of the RICH. Thenaatic target
steering allows operation of more than one wire at a timehis ¢ase, the interaction
rate for each individual wire is determined utilizing theission ofd-electrons in the in-
teractions of protons with the target wires. For this puep@sich wire is equipped with
a charge integrator device to collect the electrical craayethe wire afteb-electron
emission. This allows to share the interaction rate equatipng the target wires.

2.2.2 Vertex Detector System

The VDS [Bau03] is a combined vertexing and tracking devicgedaon silicon strip
detectors. Located fromm= 9 cm toz= 220 cm behind the target, the angular coverage
of the VDS reaches from 10 mrad to 250 mrad. The VDS consistgybt superlayers,
each containing four quadrants. In the first seven supedayiee four quadrants are
mounted inside a vacuum vessel in a Roman pot system. Hencgidlteants can be
moved in transverse direction to the beam axis to avoid tiadi@lamage during proton
injection. The last superlayer is mounted at the exit winddwhe vacuum vessel. An
overview of the VDS is shown in Fig. 2.4.

Each quadrant consists of two layers of (mostly doubleeliddicon strip sensors
with sensitive areas of 50 70 mn?. The sensors have a pitch of approximatelyi50
and are mounted at stereo angleé®f 2.5)° and(90+2.5)°. The double-sided sensors
are made out of 28@m thick n-doped silicon and include strips on their p- anddes.
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Table 2.1: Target wire configurations during the data-taking period 2002/200®38Ta Note
the changes in material and geometries of some wires due to the replacement of
several broken wires during the running.

Wire Name Abbreviation Material Geometry

Inner | 11 Tungstef? Circular, Diameter 50m
Outer | 01 Titanium Circular, Diameter Htn
Above | Al Aluminum  Ribbon, 5Qm x 500um
Below | Bl Carbon Ribbon, 10m x 500pum
Inner I 12 Carbon Ribbon, 100m x 500um
QOuter I 02 Carboh Ribbon, 10Qum x 500um
Above I A2 Palladium Circular, Diameter Mn
Below Il B2 Titaniun?  Circular, diameter 50m

awire replaced on December 3, 2002 and January 2, 2003

bwire material changed to tungsten-rhenium alloy (cirguthameter 10Qqm) on
February 6, 2003

Swire material changed to tungsten (ribbon,B®x 500um) on January 2, 2003,
wire deformed (“banana shape”) since January 4, 2003, braeker January 28,
2003

The VDS provides information on primary and secondary gesgtias well as pre-
cise track reconstruction in front of the magnet. In moretB&% of the sensors, the
measured hit efficiency was better than 95%. A spatial vegsglution of 31—-42m
in transverse direction to the beam axis has been deterrfrioieda Monte Carlo sim-
ulation of proton-nucleus interactions. The measureditadmal distribution of Ap
vertices in the data shows a width of 74@ [Bau03, Abt03d]. This value is a good
measure of the decay length resolution of the VDS. It is munhbller than the aver-
age decay lengths of 9 mm for neutral B mesons adarizn for neutral D mesons in
HERA-B.

2.2.3 Tracking System
Spectrometer Magnet

The HERA-B magnet is a dipole magnet with a magnetic field integralf 8fdz =
2.13T-m built from normal-conducting copper coils. Charged p&t@re deflected by
the magnetic field in thgzplane proportional to the inverse of their momenta.

Outer Tracker

The outer part of thelERA-B tracking system—from 80 mrad to 220 mrad—is covered
by the OTR. In its original design, the OTR consisted of 13 taya drift chambers:
Seven layers of magnet chambers, denoted MC1-MC7, were piasielé the spec-
trometer magnet to facilitate the reconstruction @fd@cays downstream of the VDS.
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Figure 2.4: Schematic drawing of the VDS. The drawing shows the vacuum vessel with th
VDS modules mounted in Roman pots and the target statio@®[Br

However, due to a redesign of the tracking system, the anadumaterial in front of the
calorimeter including these chambers was significantigdathan originally planned,
resulting in a lower ECAL resolution. Hence, during the HERAtslown in 2000/2001,
theHERA-B collaboration decided to remove the magnet chambers MC2—-MGi¢h
had not been fully commissioned for tracking and track matgtbefore the HERA
shutdown. The remaining material in front of the calorimeteounts to /5-15
radiation lengths.

Track reconstruction in the OTR starts from the pattern dien In the four layers
behind the magnet, PC1-PC4, seeds for the track reconstruatoproduced using
pattern recognition techniques. The trigger chambers (TC2}, situated in front of
the ECAL, are mainly used in the First Level Trigger (FLT). bid#tion, these chambers
are utilized in the tracking to extrapolate tracks dowrsstrehe detector. While in the
FLT, only the hit information of the OTR is used, drift timefanmation is available in
addition for the higher trigger levels and in the offline @astruction. Each superlayer
of the OTR is composed of three stereo layers with oriematmf O and +5° to the
y-axis. The superlayers used for the FLT, i.e. PC1, PC4, TC1, @& dre designed as
double layers in order to provide a larger hit efficiency toz trigger.

The OTR detector consists of drift chambers with a hexagtadeycomb” profile,

as shown in Fig. 2.5. The cathode material is gold-coateubcaloaded polycarbonate
foil, and the anode wire is a gold-plated tungsten wire withaameter of 2um. In the
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Figure 2.5: lllustration

FR4 strip  Of the honeycomb drift
cells of the OTR. The
lower part of the figure

Single Layer Double Layer shows cross sections of

(L1 5mm/10mm Q’g’g’g’,’ single and double layer
Ua0a02000; 626262020 OTR modules [Alb03].

inner part of the OTR, the diameter of the drift cells is 5 mmijlevbell sizes of 10 mm
have been chosen for the outer part. The drift gas for the GT&mixture of argon,
CF4, and CQ (65:30:5), and a gas gain of approximately 30" is reached at nominal
high voltage.

For tracks with momenta larger than 20 Geeyi.e. for tracks for which multiple
scattering can be neglected, the hit resolution of the OTR has been determined to
320um. The single cell efficiency measured over the cross secfidhe cell reaches
average plateau values of 94% for the 5mm cells and 97% fdrQimem cells.

Inner Tracker

The ITR [Bag02] constitutes the inner part of tHERA-B tracking system, 5—-25cm
from the proton beam pipe, hence covering 10—100 mradallyitthe ITR included 10
superlayers, each of which consists of four quadrants ahbleas mounted at angles of
0° and+5° with respect to thg-axis. As for the OTR, chambers inside the magnet have
been removed during the HERA shutdown, such that the ITR detujpe 2002/2003
data-taking period consists of the superlayers MS01 and0MB$515, mounted close
to the superlayers MC1, PC1-PC4, and TC1-TC2 of the OTR.

The detector technology chosen for the ITR is GEM-MSGC, iieronastrip gaseous
chambers (MSGC) with a gas electron multiplier (GEM) foil. Retch of a GEM-
MSGC is shown in Fig. 2.6. MSGCs are a drift chamber variant ictv anodes and
cathodes are realized as strips on a glass substrate.ngmarticles crossing a MSGC
deposit a primary ionization charge which induces an acidlamf charged particles in
the detector volume between the substrate and the drifiretec INHERA-B, MSGCs
with anode pitches of 3Q@m and 35@m are utilized.

Due to the large size of the of the MSGCs usetHERA-B (25 x 25 cn?), a gas
amplification of approximately R0is needed to achieve an acceptable signal-to-noise
ratio in the chambers. Operating MSGCs at this gas gain iromadenvironments leads
to serious damage of the chambers, because discharge®dhbydeavily ionizing
particles destroy the anode strips of the chambers. There@EM foils have been
introduced to add an additional gas amplification step. A GieMis a perforated
polyimide foil that is coated with 50m thick copper layers on both sides. A difference
of the potential between the copper layers gives rise totiaddi gas amplification.
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Figure 2.6: Sketch of
a GEM-MSGC detector
of the ITR [Bag02]. The
MSGC wafer includes
anode and cathode strips.
Between the wafer and
the drift cathode, a GEM

W foil is introduced to

MSGC Wafer
— achieve additional gas
300um Pitch 'é%%?ne) (Cf’%‘p?ﬂ)e amplification.

Drift Cathode

In the ITR, a mixture of argon and G{70:30) is used as the counting gas. The hit
efficiencies reached in the ITR are above 90%, and the spasialution is better than
110um.

High- pt Chambers

Three layers of higlpt chambers are installed inside the magnetic field of the spec-
trometer magnet. In the outer part, they consist of strave-tthambers with cathode
pad readout, while the inner part is realized by gas pixefrdiexs. The highpr cham-
bers were planned to be used for the hghpretrigger, sensitive to hadrons with large
transverse momenta [Bal00]. This trigger mode was not etllito acquire data for the
modified physics program of 2002/2003. However, data froengas pixel chambers
have been recorded to provide additional tracking inforomaihside the magnet.

2.2.4 Particle Identification Devices
Ring-Imaging Cerenkov Counter

The ring-imagingf:erenkov counter (RICH) [AriO4] is a device to separate protors
kaons from lighter particles, e.g. pions and muons, on treseshat theCerenkov ef-
fect. Charged particles moving through a medium of refradtiexn with velocities
B > 1/n radiate photons at a characteristic angle with respecteio fiight direction,
the Cerenkov angléc = arcco$1/pn). Particles with known momenta afizerenkov
angles can therefore be identified via the mass dependegcasthown in Fig. 2.7 (b).

In theHERA-B RICH, the photons are reflected by a system of spherical andiplan
mirrors to a focal plane outside the detector acceptantéstequipped with photomul-
tipliers. A schematic view of the RICH is shown in Fig. 2.7 (a)l Berenkov photons
which are emitted at the same polar angle from a particle foring in the focal plane.

Perfluorobutane (§10) is used as the radiator gas, resulting i@erenkov angle of
6c = 524 mrad for particles witl8 = 1. Given the radiator gas and the thickness of the
radiator of 282 m, a RICH ring is expected to be formed of an average numbe2 of 3
photons. IHHERA-B, the momentum threshold for the emissionGsrenkov photons
is 2.7 GeV/c for pions, 96 GeV/c for kaons and 18 GeV/c for protons. The RICH
efficiency and misidentification probability depend strigron the considered particles
and their momenta. For example, kaons with momenta in thgerah 10—60 GeYc
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Figure 2.7: (a) Schematic drawing of the RICH. Photons emitted from charged partices a
deflected to the focal planes by planar and spherical mirrorsCébgnkov angles
of pions, kaons, and protons as a function of the particle momentum [Ari04]

Photo-

Wavelength

: Figure 2.8: lllustration of the
Shifter Rod

shashlik calorimeter used in the
ECAL [Har95]. Absorber layers

are interleaved with layers of scin-
tillator material. The scintillation

Absorber light is guided to photomultipliers

by wavelength shifter rods.

can be identified with 60—80% probability, with less than Skanpmisidentification
probability [Ari04].

Electromagnetic Calorimeter

The HERA-B ECAL [Zoc00Q] is designed as a sampling calorimeter with a klias
type readout: layers of absorber and scintillator mateaed staggered, and wavelength
shifter rods guide the scintillation light to photo-muligrs, see Fig. 2.8.

The ECAL is divided into three parts to account for the radegdehdence of particle
densities. The inner ECAL consists of cells with a size @22.2 cn?. The absorbers
in the inner ECAL are made of a tungsten-nickel-iron alloy.eDa the large flux of
particles in the inner part, the scintillator consists afiation-hard polystyrene-based
material. The middle and outer ECAL, employing lead absarbéd standard plastic
scintillators, have cell sizes of&x 5.6 cn? and 112 x 11.2 cn?.
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4 -(I;L;]Z%IEZ? Figure 2.9: Sketc'h of the muon
detector. The picture shows the
four detector layers MU1-MU4,
Protons each consisting of an inner part
with gas pixel chambers and an
outer part with multi-wire propor-

Pixel tional chambers, and the three ab
Chamber sorber layers MF1-MF3. The up-

per right quadrantin beam direction
/ iron Absorber is omitted for the sake of a better
MF1 MF2 MF3 view of the inner part of the detec-
tor.

The ECAL is used to identify electrons, positrons, and phetoynmeasuring their
positions and energies. The spatial resolutigp as determined by comparing the posi-
tion of clusters of ECAL cells in which energy has been depdsitith the extrapolation
of electron tracks to the ECAL, is

(1.1040.05) cm
E[GeV

Oy = & (0.04-£0.03) cm,

where the symbol&” stands for the quadratic sum of the resolutions. The energy
olution og of the ECAL is determined by studying electrons from photonvessions.
Since the rest mass of an electron is much smaller than tbieés energy, the cluster
energyE measured by the ECAL is approximately equal to the momerguneasured
by the main tracker. Hence, the width of the measw¢d distribution is a measure of
the ECAL energy resolution, combined with the uncertaintihefenergy measurement
due to the amount of material in front of the ECAL and the momemntesolution of the
tracking chambers. For the middle ECAL, the measured enegpiution amounts to

% _ _ 0108 @ 0.061,

E E[GeV|

close to the expectation from Monte Carlo simulations @f88/,/E[GeV| ¢ 0.06.
Information on ECAL clusters is used as the starting poinhefHERA-B dielectron
trigger chain, the ECAL pretrigger.

Muon Detector

Muons are identified using the fact that they penetrate matemal than other particles
before being absorbed. Hence, in the muon system [Buc991AEQ01], three layers
of concrete and iron absorbers, MF1-MF3, filter out hadrdre absorber layers are
interleaved with the four superlayers of particle detestdiU1-MU4, as shown in
Fig.[2.9. Between the superlayers MU3 and MU4, there is onty little absorber in
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order to minimize the uncertainties of the tracking introeld by multiple scattering in
the absorber. This allows to precisely measure track dmesbehind the absorber and
to employ these superlayers for the muon pretrigger, whiokiges starting points for
the higher trigger levels based on coincidences of hits iB\bd MU4.

Similar to the tracking detectors, the muon system is ség@riato an inner and
outer part. The inner part, built from gas pixel chambersec® the high-occupancy
region from 9mrad to 40 mrad. The outer part covers 20—228 mridnex-direction and
16—160mrad in thg-direction. It is equipped with multi-wire proportional @imbers
with tubular cells, called “tube chambers” in the following

The superlayers MU1 and MU2 consist of three stereo layettgbaf chambers with
orientations of 0 and+20° with respect to thg-axis. The last two superlayers, MU3
and MU4, comprise only a single’ Qayer of tube chambers. These chambers feature
an additional cathode pad readout used for the muon pretriggnce they are referred
to as “pad chambers”. A muon superlayer of tube or pad chanbelivided into a top
and a bottom half, both equipped with 28—34 chambers pezctayer.

The tube chambers are built of closed aluminum profiled,x11.2 cn? in size,
in which gold-plated tungsten wires with diameters ofuAbare stretched. To avoid
inefficiencies due to the walls of these cells, a chamberistensf two layers of 16 cells
each, which are shifted by half a cell size. In the pad chambar open aluminum
profile of the same size as in the tube chambers is used. Tmesogeof the profile is
covered by cathode pads of ¥210 cn?, 2 x 30 pads in MU3 and 2 29 pads in MU4.
Similar to the tube chambers, a chambers consists of twodajethe readout, the two
adjacent pads are combined by a logical OR to increase thal®{ficiency.

Each cell of the pixel chambers is built from a signal wire ofdgplated tungsten
(diameter: 2fum) and four potential wires (copper, diameter: p@8), oriented along
the beam direction. The cell size amounts 18 0.9 cn? in MU1-MU3 and 094 x
0.94cn? in MU4. In the superlayers MU1 and MU2,>22 pixels are connected to a
single channel in the readout, while in MU3 and MU4, columh$oar pixels form a
readout channel. A 65:30:5 mixture of argon,sC&Bnd CQ is used as counting gas,
sufficiently fast for the bunch crossing rate of 96 ns, whitevging only small aging
effects [Dan01].

The chamber signals are processed by the ASD8 chip [New933vize that in-
cludes a signal amplifier, a shaper and a discriminatorrbefey are transmitted to the
front-end drivers (FED) via flat cables. For the pad sigratsadditional pre-amplifier
Is mounted directly to the pad. The discriminator threstuflthe ASD8 can be set for
each readout channel individually.

Test beam studies have shown average double layer effieeatb9% for the tube
chambers [Tit00]. The efficiencies of the pad chambers haea Imeasured in special
test runs, and working pads show average efficiencies of #2¥(4]. Using the muon
detector as a particle identification device requires a gagpression of background,
which mainly consists of muons from decays in flight of chdrgeons and kaons and
hadrons passing the muon absorbers. The misidentificatadrapility depends on the
particle momenta and the exact criteria to identify muonsisidéntification proba-
bilities of less than 4% for pions and less than 2% for kaort @otons have been
measured [Bel02].
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Figure 2.10: Muon pretrigger coincidence schemes for the muon pad system (left) and th

muon pixel system (right) [Sch01]. The labels “L", “M”, and “R” comgond to
the hit patterns in MU4 that are stored in the pretrigger message, “L’ deyibign
least significant bit of a pattern.

2.3 Pretriggers and First Level Trigger

The key idea of the First Level Trigger (FLT) is to select eganith dilepton candidates
by a fast message-driven tracking trigger. The higher ¢nidgvels require a FLT rate
reduction from 5MHz to 30kHz. The maximum allowed time foistreduction step is
given by the FED system, which stores events from the lastl®8h crossings, thus
the FLT decision must be taken within 1286 ns= 12.28us. In order to meet these
requirements, the FLT is implemented as a modular systemstbm-made electronics
devices. Starting points for the FLT tracking, so-calledgRes of Interest” (Rol), are
defined by the pretrigger systems, separately for electags pnd muon pairs.

2.3.1 Muon Pretrigger

The muon pretrigger is the first step of tHERA-B trigger chain for events with at least
two muons. In the muon pretrigger, muon candidates are akfipdit coincidences in
the last two layers of the muon detector, MU3 and MU4. In thieopart of the muon
detector, a 1-to—6 coincidence is required between thelp@dloers in MU3 and MU4,
as shown in Fig. 2.10. In the inner part, a 1-to—4 coincidesaalculated between
“pseudo-pads” composed out of six readout channels of thed phambers.

The muon pretrigger hardware comprises three types ofret@cs boards. The
Pretrigger Link Boards receive digitized data from the FEBtegn of the muon detec-
tor. Via the Pretrigger Optical Links, the data are transedito the Pretrigger Coinci-
dence Units, on which the coincidence calculations areopmd using programmable
logic. The resulting coincidence data are sent to the Bgri Message Generators.
The coincidence data are translated into pretrigger messagd transmitted to the FLT,
for which they serve as starting points of the search for mimacks. Detailed de-
scriptions of the design and performance of the muon pggrigystem can be found
in [Sch97, Cru98, Ada99, Sch00bpB01, Kla00, Bec01, Sch01, Ada01, Sip04b].

2.3.2 ECAL Pretrigger

The ECAL pretrigger [Avo01, FlaO1] defines candidates focets from leptonic
and semi-leptonic decays of heavy particles and for “hamtqts”, i.e. photons with
large transverse momenta. The pretrigger algorithm folosers from 3< 3 matrices
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of readout cells around a cell with large energy depositibonorder to increase the
efficiency of Ju detection, the ECAL pretrigger comprises an algorithm t@vec the
energy loss of electrons due to bremsstrahlung in frontehtagnet.

On the ECAL readout boards, cells with energies above an tathlesthreshold are
flagged, and on the pretrigger board, the energies of the sighounding cells are
extracted. For this 3 3 matrix of ECAL cells, the total cluster energy and the ceafer
gravity of the cluster are calculated. The transverse gnigrg= 5, E; sin6; (Ei energy
deposit,6, angle of particla with respect taz-axis) of the cluster is compared with an
adjustable threshold, and the coordinates of a possibladsteahlung photon cluster
are determined. A trigger message is formed and transnitéae FLT, as a starting
point for the electron tracking in the FLT.

2.3.3 RICH Multiplicity Veto

The RICH multiplicity veto [Cru02] is a device to reject eventgshwlarge track multi-
plicities before they reach the FLT. By rejecting these esigihie trigger chain is better
protected against dead-time caused by pile-up of messagesnumber of photons in
the RICH is strongly correlated with the track multiplicity la01]. Therefore, in the
RICH multiplicity veto, a veto signal is generated based onsa digital sum of the
number of photons in some parts of the RICH.

The RICH multiplicity veto is implemented as a modular systemploying three
types of electronics boards. The Base Sum Cards of the RICH tityipveto receive
digitized hits from the RICH FED. The subtotals of 15 Base Sum €ard summed
on two FED Sum Card and transmitted to the Veto Board. On the Betod, the final
sum is compared to a programmable threshold, and a vetol sgyganerated. The
veto signal is transmitted to the pretriggers to inhibit sagge transmission to the FLT.
Details of the RICH multiplicity veto system are discusseddnj02, Bii02a, Hus03].

2.3.4 First Level Trigger
Trigger Algorithm

Starting from pretrigger messages obtained by the muorcibeter the ECAL, the FLT
searches for tracks in the superlayers MU4, MU3, and MU1 efrttuon detector and
TC2, TC1, PC4 and PC1 of the main tracker. Tracks are followed Boperlayer to
superlayer by an iterative algorithm inspired by the Kalnfiter algorithm [Fii87].
The algorithm starts from an Rol defined by a pretrigger messdfya hit is found
within the Rol, the weighted mean of the Rol center and the hisel to construct an
Rol in the next superlayer. In order to achieve a sufficier ratluction, the algorithm
requires hits in all three stereo views of the superlayers.

Implementation

To fulfill the latency requirements for the pretrigger-FLAain, the track search algo-
rithm of the FLT is implemented using a network of custom-matectronics boards.
See Fig. 2.11 for a schematic view of the FLT.
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Figure 2.11: The network of FLT processors (after $k03]). Track candidates from the pre-
triggers in the muon detector (MPRE) and the ECAL (EPRE) serve as starting
points for a network of TFUs in three superlayers of the muon detectofoamnd
superlayers of the OTR. The estimates of the track parameters of tradiklates
are refined from superlayer to superlayer and finally sent to the TPtshan
TDU.
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The track reconstruction algorithm of the FLT is performgdabnetwork of Track
Finding Units (TFU). The detector hits are received by thigder Link Boards, trans-
mitted via optical links to the TFUs, and stored in so-calldte memories. Starting
from an Rol provided by a trigger message from a TFU in a detectoerlayer further
downstream or from the pretriggers, hits from the wire mgnase added to calculate
a new Rol for the next superlayer. The trigger message is apdatd transmitted to a
TFU of the next superlayer or one of the Track Parameter UhRY)).

The momentum of a track is estimated in the TPU, based on dlok rarameters
behind the magnet and assuming that the track originates tine target region. By
comparing the track parameters, track clones can be remioted TPU.

In the Trigger Decision Units (TDU), the results of the FLadking, as received
from the FLT network, are translated into trigger signalsTIBU includes two trigger
modes, the “count trigger” and the “pair trigger”. In the abtrigger mode, the trigger
decision is based on the number of tracks which survived tfietfacking. For the
pair trigger mode, the invariant masses of track pairs dilzded. An invariant mass
threshold can be set.

During the data-taking period 2002/2003, a second TDU has b#roduced, which
receives trigger messages directly from the pretriggeng second TDU allows to by-
pass the FLT chain and provides the original pretrigger aggss for the SLT. Further-
more, the input parts of all TFUs have been modified such thies of the received
pretrigger messages are forwarded to the first TDU in additiothe FLT messages.
Hence, the first TDU contains both the result of the FLT tragkand the unmodified
pretrigger messages.

Fast Control System

During the FLT processing, data of the last 128 bunch crgssane stored in pipelines at
the detector front-end drivers (FED). Events that are deckelpy the hardware triggers
have to be transferred to the higher trigger levels. Forphigose, the Fast Control
System (FCS) [Ful99] distributes the FLT decisions and tlieesponding FLT pipeline
cell numbers to all FEDs. The FLT pipeline cell number is tddrass of an event in
the FED pipeline and serves as the unique tag for the evehniniite depth of the FED
pipeline. The FCS hardware comprised the FCS mother board@8dikughter boards
in the FED crates of the subdetectors. After a trigger signales at the FCS mother, it
is distributed to the daughter boards via optical datastrd@ssion. The daughter boards
initiate the transfer of the corresponding event to the elafier for the higher trigger
levels, the Second Level Buffer (SLB). The FCS is capable of igeimg a trigger signal
to select one out of the 220 bunch crossings at random. Tamltm trigger” is used
to select minimum-bias events.
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2.4 Data Acquisition System

While pretriggers and FLT are built from custom-made elatts, all higher-level trig-
ger algorithms inrHERA-B are implemented as software running on PC farms. The
data acquisition system (DAQ) [Dam04] provides the haréwegeded to perform the
triggering, logging and archiving of data, as well as handéwand software for the in-
terconnection between the different trigger components.

2.4.1 Data Flow in the Data Acquisition System

After an event has been accepted by the FLT, the data-pinogexthe DAQ is initiated.
The FED data of the accepted event are transferred to the ShBffer system built
from Digital Signal Processors (DSP), where they are stdueshg the SLT processing.
Boards based on the same type of DSP are used as a switchiragkbetween the SLB
and the SLT farm. The SLT farm consists of 240 standard si@ge) PCs with custom-
made interface cards to the SLB. SLT farm computers requéstfdaspecific Rols in
the event from the SLB and execute the SLT trigger algoritithe communication
between SLB and SLT is managed by an event controller process

Events that pass the SLT are transported to the Fourth Leiggdr (4LT) farm via
a switched Fast Ethernet network. The 4LT farm consists 6fdifal-CPU PCs. After
event reconstruction on the 4LT farm, events are collectedip to three dedicated
logging computers. The events are buffered on large haibsdind finally archived on
tape.

To optimize the throughput of the DAQ during the 2002/2003 nly an adjustable
fraction of the events was reconstructed online. This ificeht for a reliable online
monitoring of the data quality. The remaining events wemnstructed on the 4LT
farm in periods without usable beam, making these eveniblafor analysis with a
delay of several days.

The maximum achieved input rate to the SLT during the 200232{ata-taking was
25kHz, mainly limited by the SLB switch throughput. The age logging rate was
100 Hz for data recorded employing a dilepton trigger withximmum event sizes of
150kB and 1 kHz for data taken with minimume-bias triggerskB%er event).

Since data-taking with thelERA-B experiment has been finished, the computing
power of the SLT and 4LT farms is also used for offline datacpssing, i.e. reprocessing
of data and production and reconstruction of Monte Carlo kted data. For the offline
processing, the same run control system is utilized thabkas used during the data-
taking to boot, control and monitor the DAQ system [Her03].

2.4.2 Second Level Trigger Algorithm

In the original design of thélERA-B trigger chain, the purpose of the SLT was to
perform a full reconstruction of the two tracks which isstieel FLT. The SLT tracking
is seeded by Rols provided by the FLT. To allow for more flexitoigger schemes,
algorithms to allow seeding from other sources were intceduater.
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Main SLT Algorithm

The trigger algorithm starts from Rols defined by the FLT or bg pretriggers and
comprises the following steps [NPdVO03]:

Slicer: The Slicer tracking algorithm uses hits from the OTR supena PC2 and PC3
in addition to the superlayers already used in the FLT, lngssicted to hits in the
0° layers. The FLT Rols at the two ends of the main tracker aredd/into eight
slices, which are combined in all possible ways to checkeftitlts are consistent
with a straight track hypothesis. The algorithm requireleast 9 hits distributed
on at least five of the six superlayers. The amount of ghoskdrai.e. tracks
formed from wrong combinations of hits in the detector, dueed by Slicer.

RefitX: Based on a simplified Kalman filter algorithm, i.e. ignoring@gess noise in-
troduced by multiple scattering, the tracks are refittechgiginly the hits from
the O layers. The algorithm starts from TC2, and in each step omyitke track
candidates with the best qualities are extrapolated to¢kesuperlayer.

RefitY: An algorithm identical to RefitX is performed, using only thestirom the+5°
stereo layers and thepositions calculated by RefitX. The quality of the tracks is
evaluated from &2 statistic based on the hits on the track and on the number of
empty layers in the tracking. Only the best track candidateiqput Rol is kept
after RefitX and RefitY.

L2Magnet: Fast track following through the magnet is realized by apataization of
the magnetic field integral as a function of the track slopsueing that the track
originates from a box around the active targets. In additiots from MC1 and
superlayer 8 of the VDS can be utilized to confirm extrapalatacks in front of
the magnet.

L2Sili: Tracking in the VDS is also based on a Kalman filter algoritlapplied sep-
arately in thexz andyzviews. L2Sili uses hits from the VDS superlayers 1-7.
Multiple scattering is taken into account per superlayénaathan per layer to
reduce the CPU time consumption.

L2Vertex: To trigger an event, a pair of tracks has to originate fromrarmon vertex.
The vertex finding in L2Vertex is based ory&minimization. Track pairs which
form a vertex withx? < 20 are accepted by the SLT.

Pretrigger Seeding

Since the FLT was not available during tHERA-B commissioning run in 2000, exten-
sions of the SLT code had been developed to allow SLT tradkasgd on Rols defined
by the pretriggers or by the SLT itself. For the ECAL, a fulleastruction of clusters
was performed to define electron candidates. In the muon §d&,¢he FLT tracking
in the muon detector was emulated by the SLT, see e.g. [HlisOla

The muon SLT code used during the 2002/2003 data-taking esegthe following
steps: To reduce fake double coincidences,xfapositions of muon pretrigger mes-
sages in MU3 must be separated by at least 50cm. The Rol sizatfeearching
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depends on the position of the Rol in the detector, allowimgdaRols in the outer
parts. A hit clustering algorithm is utilized to increase tht efficiency for the SLT.
If a hit is found within the Rol in the Olayer of MU2, a straight line defined by the
position of the muon pretrigger message and the MU2 hit isapelated to MUL. If
several hit combinations are found, they are ordered by theility. Thex-position
calculated from the muon SLT code is combined withytgosition from the muon pre-
trigger message to define the SLT Rol in TC2. An Rol in PC1 defined loymtracks
would suffer from the large uncertainties introduced bytiplé scattering. Therefore,
the PC1 Rol is defined for both hypotheses of the charge of thearand an effective
pr kick of 0.7—25 GeV/c resulting from the deflection by the magnetic field.

Third Level Trigger Algorithm

Due to the rate reduction by the SLT, enough time would belaai to run a trigger
algorithm which uses information from the enti#=RA-B detector. For this task, a
Third Level Trigger (TLT) code was foreseen, running on thé g&arm [Sch00a]. Such
a trigger is useful to trigger on additional particles wharle not seen by the FLT-SLT
chain, e.g. single leptons from semi-leptonic decays of B anesons. For the physics
program of the 2002/2003 data-taking, the TLT has not begriarad.

2.4.3 Fourth Level Trigger and Event Reconstruction

The 4LT performs full online event reconstruction and dfasstion. Both in the 4LT
and in the offline processing, the ARTE framework [ARTO3]RAE: Analysis and
Reconstruction Tool) is utilized. ARTE comprises tools fatr preparation, pattern
recognition, and reconstruction in the tracking detectoas for particle identification,
and tools for Monte Carlo simulations. In the following, thaimalgorithms used for
reconstruction and analysis HERA-B data are described.

Pattern Recognition and Stand-alone Reconstruction

In the VDS, the CATS package (CATS: Cellular Automaton for Tragkin Sili-
con) [Abt02a] is used both for pattern recognition and retattion. Space points
are reconstructed from hits in the VDS, short track segmanetduilt from these space
points, and a cellular automaton algorithm is used to comlbire track segments to
VDS track candidates. The candidates are fitted by a Kalmian &lgorithm highly
optimized for execution speed.

The main tracker reconstruction comprises two steps: thd&/OR-CATS
algorithm [AbtO2b, Gor04] is used for tracking in the pattechambers, and
RANGER [Man97] is used to propagate tracks to the trigger dd&as OTR/ITR-CATS
is similar to the algorithm used for VDS tracking. Howeveugdo the lower hit effi-
ciencies and resolutions in the main tracker compared tvBf&, additional steps have
been introduced to allow for dead regions in the detectortarsilippress fake tracks.
In order to increase the efficiency for the reconstructioftragger tracks”, i.e. tracks
which issued the SLT, the algorithm allows for using the Stacking parameters of
these tracks as external seeds for the tracking.
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Matching of Track Segments and Track Refit

The track segments reconstructed by the stand-alone thligarin the VDS and the sub-
detectors behind the magnet are matched by the MARPLE padkpafi8]. From the
deflection of the track in the magnetic field, the momentunhefdorresponding particle
Is calculated. MARPLE comprises routines to match track ssgenfrom several sub-
detector combinations, e.g. VDS—ECAL and VDS—RICH. The mogbirtant match-
ing algorithm for track reconstruction and momentum deieation connects segments
from the VDS and the pattern chambers (PC). Using a Kalmanté@ahnique, the track
parameters of the VDS and the PC segments are matched fgra®mbination of track
segments, and the quality of the matching is evaluated ulzing the value of?.
Multiple scattering and fake track segments introduceddails in the matching?,
hence only a loose cut g < 200 is required for a matched pair of track segments.

In HERA-B, a track is reconstructed utilizing tracking informatioarh several de-
tector technologies. In addition, the material within thecking system amounts to
0.75-15 radiation lengths. Hence, the track parameters at thebieg and at the end
of a particle trajectory are different. Therefore, a glofedit of the track parameters is
desirable. The refit takes into account the material crogedde particle trajectory and
removes “outliers”, i.e. hits with large contributions teety? of the track refit.

Particle Identification in ECAL, RICH, and Muon Detector

In the ECAL, electrons, photons and strongly interactingrbas are identified by
their energy depositions. The ECAL reconstruction algantbARE [Alb97] (CARE:
Calorimeter Reconstruction) starts with a search for clasiecells with energy deposi-
tions, followed by the search for electromagnetic showaetisimthe clusters. To distin-
guish clusters originating from charged and neutral pagidhe showers are matched
with tracks provided by the tracking detectors. The paransedf clusters, i.e. their
energies, spatial positions, and shapes, are evaluated hgs in 3x 3 matrices of
cells around the cell with highest energy deposit. The glaridentification code of the
ECAL can be applied in the latency-limited SLT environmentvadl as in the 4LT and
offline reconstruction.

The RICH particle identification algorithm RITER [Pes01] usesatended likeli-
hood method to assigGerenkov angles to all combinations of tracks and RICH pho-
tons. This allows the calculation of particle hypothesemndwelow their corresponding
Cerenkov thresholds. In the case of overlapping RICH ringsteaative algorithm im-
proves the assignment of photons to tracks. Likelihoodsal®ilated for six possible
particle hypotheses: electron, muon, pion, kaon, protod,“ather”. In theHERA-B
RICH, it is difficult to distinguish between light particlescduas pions, electrons, and
muons. Therefore, the likelihood of light particles is givey the sum of the likelihoods
for these patrticles.

To identify muons, tracks found in the tracking system arécimed with hits in all
four superlayers of the muon detector [FomO0O0]. A hit in MUD &U2 is defined by
a space point formed from hits in the three stereo layerseo§tiperlayers, while a hit
in MU3 and MU4 can be a wire or a pad signal. The tracking pataraen the most
downstream layer of the tracking system, TC2, are extrapalit the muon superlayer
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MUL. The size of the search window in MU1 is defined by the utageties of the
track reconstruction in the main tracker, the detectomatignt, and uncertainties in the
track extrapolation to the muon detector introduced by iplelscattering in the hadron
absorber. Every hit found in MU1 in a search window aroundekieapolated track
is assigned to a muon candidate. All muon candidates aregabdgd to the next layer,
MU2, where again a search window is scanned for hits. Muodidates without hits in
MUZ2 are discarded, all other combinations are propagat®tlLi8, where the algorithm
tries to link a wire or pad hit to the candidate. Candidates \its in MU3 are finally
propagated to MU4, and again a wire or pad hitis linked to #rel@ate. This algorithm
produces a tree of muon candidates for every main trackel. s€ke quality of the
candidates is evaluated fromy& statistic calculated from the distance of the linked
hits to the candidate. Missing hits in single stereo viewthefsuperlayers result in an
increased value of? . The x2 value is transformed into the muon likelihood, and the
likelihood for the best candidate is assigned to the trasinfwvhich the extrapolation
started.

Vertex Reconstruction

The Grover package (Grover: Generic Reconstruction of &&sji [AbtO4a] provides
several algorithms for primary and secondary vertex reicoctson. The primary vertex
finder starts from an assignment of tracks to target wirasguaj? statistic. The track
distribution along the wire is scanned for track clusterg] elusters with at least three
tracks are marked as vertex candidates. In a next step, alplishc data-association
filter, a robust augmentation of the Kalman filter algorithenysed to refine the deter-
mination of the vertex position. In addition, Grover inohsduser routines for secondary
vertex fitting with and without kinematic constraints.

Event Classification

Fast access to subsamples of the data with specific prapestiimne by the event clas-
sification code. Using standardized selection criteribsamples, e.g. of lepton pair or
K2 — mtr candidates, are built. For dimuon events, three differtagses were de-

fined in the 2002/2003 data-taking. The first class requinggiraof clean muon tracks

in the event. A common vertex of the muon pair is needed forsdwnd class. For
the third class, a minimum invariant mass of the muon paiedaired in addition. The

precise definitions of these event classes are given inddetti. 3.

2.4.4 Trigger Strategies
Dilepton Trigger

The dilepton trigger utilized in the 2002/2003 data-takin@ modified version of the
original dilepton trigger strategy IHERA-B, in which the FLT was supposed to be used
as a lepton pair trigger while the SLT was seeded by Rols fra#tf. Due to the lim-
ited data-taking time, higher priority was assigned to anglating a large charmonium
data-sample than to optimizing the FLT pair trigger. Thgger mode which meets
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these requirements is called “1 FLT /2 SUT In the 1 FLT/2 SLT mode, the FLT is
used as a count trigger. The SLT starts again from the pgetrsy independently of the
FLT result.

The main hardware modifications needed for the 1 FLT /2*Sti§ger was an ad-
ditional “2"d TDU” in the FLT chain and a modification in the input parts of fiFUs.
The pretrigger messages are multiplexed and fed into thenfétWork and in addition
into the 24 TDU, such that the SLT tracking can be performed based onriginal
pretrigger messages. The changed TFU input allows to faktin pretrigger messages
through the FLT network without modifications. Therefoles pretrigger messages are
available to the first TDU in addition. The FLT selection menhed by the first TDU is
based on counting both the number of FLT tracks and pretriggssages.

The final trigger decision is a logical AND of two independémgger chains: at
least one track and two pretrigger messages are requireslftubd by the pretriggers
and the FLT, and a track-pair with a common vertex must pasprtrigger—SLT chain.

Interaction Trigger

For the minimum-bias data-taking, a trigger was employed tquires minimal activ-

ity in the HERA-B detector. Data from the FCS random trigger are fed into the SLT
where, in a first step, events are removed if they originat®mpty bunches according
to the HERA filling scheme. In events from non-empty bunches number of photon
hits in the RICH and the energy sum of the ECAL are calculatedn&vare accepted

if they contain at least 30 RICH photons or at least 1 GeV of gndgposited in the
ECAL.

Hard Photon Trigger

The hard photon trigger is a special trigger setup to enn@mis containing photons
with large transverse energies. In the ECAL pretrigger, ateluwith a minimum trans-
verse energy of 3—3 GeV is required, in which an energy larger than 1.5 Ge\kis d
posited in a single cell. Events selected by the ECAL pregnigge passed to the SLT,
where the cuts imposed in the pretrigger are re-checkedlar do suppress hot channels
in the pretrigger.

2.5 Physics Goals of the HERA-B Experiment

The physics program described in the following is based emtw physics program
approved for the time after the HERA luminosity upgrade in @2001 [HEROOa,
HEROOb, HERO1]. Some analyses proposed in the new physicsgmnotyirned out
not to be feasible using the limited statistics acquiredrduthe five months of data-
taking in 2002/2003. Hence, the description of the programestricted to a selection
of the topics which are actually being analyzed byH#RA-B collaboration.
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2.5.1 Heavy Quark Production
Charmonium Production and Nuclear Effects

The theoretical models currently used to describe chammopiroduction are the color
evaporation model (CEM) and models based on nonrelatigiiD (NRQCD). Details
on these models can be found in Chapter 3. The models rely arimgntal data to
adjust their free parameters. Therefore, a compreherestvetthe model predictionsin
a broad kinematic range and with good precision is desirdtlleHERA-B acceptance
for leptonic decays of charmonia extends to fractional iaainal momenta okg ~
—0.35, a region previously inaccessible to fixed-target expents. At the same time,
a broad range in the transverse momentum, from O to 5/66¥ covered byHERA-B.

Data taken with a minimum-bias trigger during the 2002/2@@8-taking period
allow a measurement of théydproduction cross section that is not biased by trigger
effects. An independent measurement of this cross secyitindHERA-B experiment
can serve as a normalization for other cross section maasuts, for example for
Ww(2S) and kb production.

Using theHERA-B dilepton trigger, several charmonium states are enrichédd
data-sample. /b andy(2S) mesons are detected by their decays into lepton pairs, and
the xc1 and xc» states undergo radiative decays/te~y final states. The theoretical
models of charmonium production can be distinguished bystiagpes of the predicted
differential cross sections. For example, the dependehtieeocross section on the
polar angle of the positive lepton with respect to the chariono state is sensitive to the
polarization of the state. In the CEM, no polarization af thesons is expected, while
large transverse polarization is predicted in NRQCD.

Measurements of the fraction ofiproduced from radiativg. decaysR(xc), pro-
vide a further test of charmonium production models. From 2000 data-taking, a
value ofR(xc) = 0.32+0.06(stat) +0.04(syst) has been published [Abt03b], which fa-
vors production models in the framework of NRQCD. With the daken in 2002/2003,
a more precise measuremeniRif;) by theHERA-B collaboration will be available.

The HERA-B target has been operated with wires made out of differenemads.
Therefore, nuclear effects in charmonium production caarmyzed. 4y production
in nuclear media is the main subject of this thesis and willéscribed further in Chap-
ter|3. Furthermore, the ratio of branching fraction timesssrsection fog(2S) and Jy
production is studied withiHERA-B. By comparing the ratio to similar measurements
at different center-of-mass energies and with differerntemals, the energy dependence
of charmonium production and the different influence of eacleffects on/J and
W(2S) production are evaluated. An overview of the charmoniurdisgiperformed in
HERA-B along with preliminary results is given e.g. in [Hus04].

bb Production Cross Section

Measurements of thebbproduction cross section serve as important tests foupert
bative QCD predictions. These predictions are based on tierization of the pro-

duction cross sections into perturbatively calculabletqratevel cross sections and
non-perturbative parton distribution functions and fragtation functions. Near the
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threshold for the production obipairs, additional processes contribute to the cross sec-
tion, e.g. soft gluon emission, which have to be resummed wréers of perturbation
theory [Bon98, Kid01]. The most recent calculations of titednoss section include
next-to-leading-order contributions and systematictineat of threshold contributions

in next-to-next-to-leading-logarithmic order. Still thacertainties of these predictions
are large, and experimental input is needed to constraithdoetical models.

Previous measurements df production in fixed-target experiments were based on
very small data sets and bear systematic uncertaintiesges da 30%. The measure-
ment by the E789 collaboration using the decdy—b JywX resulted in a total pro-
duction cross section ab.7 £+ 1.5(stat) + 1.3(syst)) nb/nucleon [Jan95]. The mea-
surement of E771 was based on double semi-leptonic decdsm&sons and yielded
423 nb/nucleon [Ale99]. Due to the limites range of E789 and E771, both results
suffer from uncertainties due to the extrapolation to tHepiiase space.

Given the good secondary vertex resolution, the larger langeceptance, and the
dilepton trigger,HERA-B is in the position to improve these measurements. Based
on data taken during thBERA-B commissioning run in 2000, abbcross section
of (32ﬂg(stat) + 8(syst)) nb/nucleon using the decaybb— JWwX has been pub-
lished [AbtO3c]. A more accurate measurement of thectoss section will become
available from the analysis of the 2002/2003 data. SHERA-B is capable of recon-
structing highpr particles in addition to the trigger particles, exclusivenBson decays
provide an additional possibility for a measurement of thetoss section.

Apart from studying B meson production, also the productiorss section of b
bound states in proton-nucleus collisions is investigaig¢dERA-B. The cross section
is derived from decays of th&(1S), Y(2S), andY{(3S) states into lepton pairs.

Open Charm Production

Apart from studying charmonia, i.eC®dound states, also the production of open charm
mesons is of interest to theERA-B experiment. Open charm studies HERA-B

are focused on measurements of the production cross se@tionharged and neutral

D mesons and their ratios. Similar tb production, both the uncertainties of theoretical
predictions and previous experimental results are largelinfinary results using data
from the 2002/2003 data-taking period recorded with theraattion trigger have been
reported e.g. in [Bog04].

2.5.2 QCD Studies

Strangeness Production

Particles containing strange quarks, for examp@ealnd/\ mesons, are produced co-
piously in proton-nucleus interactions. TH&ERA-B collaboration has published the
production cross sections of2KA, and A, extracted from the 2000 commissioning
run [Abt03a]. New measurements based on data taken witmtémction trigger dur-
ing the 2002/2003 data-taking period are performed in [@pr@nother property of
A andA hyperons studied iHERA-B is polarization. Several theoretical models for
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hyperon polarization exist, but none of them is able to erplhe full range of ex-
perimental results [Fel99]. Analyses Afpolarization using data from the 2002/2003
data-taking period are presented iroff®4, Kli04]. Other hyperons are reconstructed
in the HERA-B detector via cascade decays. In the 2002/2003 data, sighs¢veral

= and Q states have been found, e.g. via the degay— Am~ — prr r, and their
production cross sections are being studied. Investigaiie production of Kandgin
proton-nucleus collisions serves as an important inputfeasurements of strangeness
enhancement in nucleus-nucleus collisions, a signaturéhéformation of a quark-
gluon plasma. Differential and total cross sections 6faRd ¢ production and their
nuclear dependence are analyzed in [VEO4, SymO04].

Exotics and Rare Processes

After January 2003, several experiments reported evidencpentaquarks”, i.e. par-
ticles consisting of five quarks and antiquarks. One of thetggpark candidates
is the ©F with a mass of 1540 MeXt?, a hypothetical bound state composed of
uudds. From the non-observation of the de@y (1540 — ng in HERA-B, an up-
per limit of the production cross secti@ntimes branching fractio® at mid-rapidity

is derived: Zo is smaller than 4—1fb/nucleon for®@* masses between 1521 and
1555 MeV/c?. Furthermore, no signal of tie~~ pentaquark with the quark content
ddsgi is observed in the decay (1862 — =~ m, resulting in an upper limit of8o

of 2.5ub/nucleon [Abt04b].

Based on the clean signature of a lepton pair, competitiviésslion the branching
fractions of the flavor-changing neutral current dec8y® — u*u~ are derived. The
Standard Model branching fraction of the decay is of the omdel0-1°. In exten-
sions of the Standard Model, enhanced branching fractipn® 85 x 10~’ are ex-
pected [Bur03]. An analysis of the 2002/2003 data yields greupmit on the branch-
ing fraction ofZ < 2.0 x 10-® at 90% confidence level [AbtO4c].

Direct Photon Production

A measurement of the production cross section of directgisots an important test
of perturbative QCD, and it allows to measure the gluon stinectunction of the pro-
ton. Previous measurements of the direct photon crososdayithe FNAL E706 col-
laboration can only be explained with intrinsic transvegraeton momenta larger than
1 GeV/c [Apa98], much larger than the value of 200 M&/expected from the uncer-
tainty principle. By analyzing data taken with the hard pinatiegger, an independent
check of the E706 result will be available. Preliminary esof the analysis can be
found in [MatO4].



Chapter 3

Charmonium Production
and Suppression:
Theory and Experiments

Soon after the discovery of thalresonance in 1974, thawas interpreted as a bound
state of a charm and an anti-charm quad{App75, DR75]. In analogy to positronium,
a state of matter in which an electron and a positron are bbyride Coulomb force of
electrodynamics,Tstates were given the name “charmonium?”. In the first pathisf
chapter, theoretical models for the production of charmonstates are reviewed.

In proton-nucleus collisions, as they take placélERA-B, these models are sub-
ject to modifications: charmonium production is suppreshael to interactions with
the nuclear medium. The most common parametrizations déaueffects are based
on the semi-classical Glauber model, which is introducethis chapter, followed by
descriptions of the most relevant suppression mechanisithe ikinematic range of the
HERA-B experiment.

The chapter concludes with an overview of previous expertmé the field of
fixed-target proton-nucleus interactions in which nuclefiects in charmonium pro-
duction have been studied.

3.1 The Charmonium Spectrum

3.1.1 Charmonium Quantum Numbers

Quarks of the same flavor are fundamental representatiahe gfauge group of QCD,
color-SU(3), i.e. atriplet &= (qr, dg, ), Wherer, g, b denote the color quantum numbers
of the quarks. A quark g and an anti-quark= (qr, g, 0p) of the same flavor can be
joined in eight colored combinations (“color octet”) andearolor-neutral combination
(“color singlet”). Since no free quarks or gluons have bebseoved, color-SU(3) is
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an exact symmetry in nature, i.e. all hadrons are colorrabufQuarkonia are hence
color-singlet combinations oftjy

Bound states of@jalso satisfy the discrete symmetries of parity and chaoggue
gation. It follows from Lorentz invariance of the Dirac et¢joa that the wave functions
of a particle and its anti-particle have opposite parity.e farity eigenvalu® of the
angular part of the @ wave function is given by the parity of the spherical harrosn
Y (6,9), P=(—1)". Herel andm are the magnitude and tlrecomponent of the an-
gular momentum quantum number. Hence the parity off d#@und state with orbital
angular momentum quantum numlhereads

P=—(—1- (3.1)

Neutral @ systems are eigenstates of the charge conjugation operEte sign
of the corresponding eigenvali2is determined from a combination of a factor of
—1 from exchanging the quark and the anti-quarkl)' from Yl (6,¢) and (—1)5*1
from exchanging the spisof the j system. For q bound states with orbital angular
momentunlL and spinS, C is therefore given by

C= (-1 (3.2)

Heavy quarkonia are nonrelativistic to a good approxinmttberefore their spec-
tra are often characterized in spectroscopic notatidf; 1L, wheren is the principal
quantum number of the system, ahe- L 4 Sis the total angular momentum. In this
notation, the dp meson is the 35, state of the charmonium spectrum. Another com-
mon representation of the quantum numberd s The quantum numbers of thapJ
are I 7, i.e. the A is a particle with spin 1 and negative parity and charge aatjon
guantum numbers. Particles with these properties aredcalextor mesons”, because
under Lorentz transformations, their wave functions tiams like a vector. Vector
mesons bear the same quantum numbers as the photon.

The mass spectrum of charmonium states is shown in Fig.f3He Invariant mass
of a & pair is smaller than twice the mass of the lightest charmesom, the B meson,
the @ pair cannot decay into open charm mesons. Rather, theamtaniass spectrum
below threshold consists of discre®mesonances.

3.1.2 Potential Models

The first successful description of the charmonium spectrasnbeen reached utilizing
potential models. In these models, it is assumed thatahpaic is bound by a static po-
tential, i.e. by a flavor-symmetric instantaneous colagrattion. Several QCD-inspired
potential models for heavy quarkonia have been developeel aSymptotic behavior of
the @ potential is Coulomb-like for small distanceswhere strongly interacting par-
ticles are asymptotically free, and string-like for largstances, motivated by confine-

ment;
_4as(1/r?)

V(r) = +kr. (3.3)

Herek can be viewed as the string tension. Assuming a static patenonly valid if
the relative velocity of the & pair satisfiey < 111 1t follows from the virial theorem,

LIn this chapter, “natural units” will be used, ile= ¢ = 1, unless indicated otherwise.
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Figure 3.1: Invariant mass spectrum of charmonium states below the open charm-thres
old. The charmonium states are classified according to the spectrosatpic n
tion, n®>t1L; (n principal quantum numbes spin, L orbital angular momentum,

J = L + Stotal angular momentum), and their quantum numti&fs (P parity,
C charge conjugation). The most important transitions between differaninch
nium states are indicated by arrows.

that in a potential given by Ed. (3.3),is proportional toas(1/r?). A more detailed
evaluation of the relativeccvelocity yieldsv? ~ 0.25 [Qui79]. Therefore, for a realistic
potential model, relativistic corrections have to be takea account.

The Cornell potential [Eic78, Eic80] is the prototype of ahanium potentials.
In [Buc81], an alternative potential with similar asymptoiehavior is developed, but
softening the singularity at= 0. In recent years, lattice QCD has become an important
tool in hadron spectroscopy, since it allows QCD predictimiithe spectrum beyond the
non-relativistic approximation. For an overview see dsh(4] and references therein.

3.2 Charmonium Production and Decays

3.2.1 Charmonium Decays

A striking feature of the 4 is the narrow total width of the resonance of 91keV. The
reason is the very narrow hadronic width of thg.JSince the 4 is not heavy enough
to decay into other charmed hadrons, allowgl decays proceed via the process of
cc annihilation. Decays of charmonium states are restrioyethe following selection
rules:

e According to the Okubo-Zweig-lizuka (OZI) rule [Oku63, Zé4=, 1iz66], the
rates of decays represented by Feynman diagrams with “aected” quark
lines, e.g. the annihilation of &@air, are suppressed. In the formalism of QCD,
the suppression is due to the fact that a color-neutral Imaciia only decay into
other color-neutral hadrons by exchanging more than orgedilaon.

e Conservation of the charge conjugation quantum nurGlaiows charmonia with
C =1 to decay into two photons or gluonS £ —1). Charmonia wittC = —1
are allowed to decay into one virtual or three real photonsjto three gluons.
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e The Landau-Yang theorem [Lan48, Yan50] states that masgiel particles
cannot decay into two identical massless spin-1 particleience decays of
spin-1 charmonia into two gluons are forbidden, even if taey allowed byC-
conservation.

As an example, the/jJ) meson is color-neutral and has a charge conjugation quantum
number ofC = —1, i.e. at least three gluons are produced in hadronic desiays)
mesons.

An important parameter for the production and decays ofrabara is the radial©
wave function at the production or decay point (chosen ttb®tigin of the coordinate
system)R(0). The parameteR(0) describes the probability of the ¢ and th#o meet
at a point in space and cannot be calculated perturbatiVaky.leptonic decay width of
Jw mesons is given by the overlap of the wave functions and the probability of the
CC pair to annihilate into a virtual photon. To lowest ordéistis summarized in the
Van-Royen-Weisskopf formula [VR67],

22
a“qy

oz R(O)[. (3.4)

r(p—0) =
Herea is the fine structure constarqu is the square of the quark chargeﬁg(: 4/9
for charmonia), and/ denotes the charmonium mass. Herl&0)| can be extracted
by measuring the leptonic decay widths gf dnesons.

3.2.2 Color Evaporation Model

First calculations of charmonium production cross sestiemerged soon after the dis-
covery of the 4p meson. As noticed in [Ein75] and further elaborated ini[{&], the
observed large production cross section can be explainedgrgduction mechanism
dominated by gluon interactions. The quark sea is a too soalice of charm quarks,
and fusion of light @ pairs is suppressed by the OZI rule. The sensitivity of ttee p
duction cross section and the kinematic distributions tmugic interactions made char-
monium production also an interesting probe for the gluatritiutions inside hadrons.
Calculations of the € production cross section to lowest order in QCD, includifgg q
and gluon-gluon fusion processes, can be found in [Bab78].

In the Color Evaporation Model (CEM), the prescription to cédte the production
cross sectioro™ for ct resonances! arises from a local quark-hadron duality argu-
ment [Fri77]: The cross section” represents a fixed fractiof" of the total cross
section for producing a freec@air, averaged over masses from twice the ¢ quark mass
to the open charm threshold:

2MD0d ™)

H_ H o(M

oM =F / 2, (3.5)
2me

The fractionFH for a particular state depends on the details of the tramsfton from
the color-octet € state to the color singlet stdtk i.e. the charmonium type, the beams,
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and the center-of-mass energy of the collision. If tbeair is produced in an octet state,
it can “evaporate” its color by soft gluon emission, circienting the OZI rule [Hal77].

SinceF" enters the CEM as a free parameter, the model cannot pretitttoss
sections. However, cross section ratios between differieatmonia are predicted to be
constant, and differential cross sections are identicgadlfaharmonia. In the CEM, the
final state charmonium is unpolarized, since all spin andraaformation are random-
ized by the transition from the octet to the singlet state.

The CEM predictions have been successful in charmonium phenology. There-
fore, the CEM is used to date as a model for charmonium haddoptimn, see e.g. the
calculations presented in [Mog99].

3.2.3 Color Singlet Model

The Color Singlet Model (CSM) [Bai81, Ber81] was motivated bydh&wvbacks of the
CEM, namely the arbitrary normalization and the averagingpaf and color degrees
of freedom. CSM calculations of charmonium production argied out in analogy to
charmonium decays. It is known from the charmonium moded7Bj, that two energy
scales are involved in charmonium decays. Due to the ndivistec relative velocity
of the @ pair, the binding energy is much smaller than the relevartgy scale for
charmonium decays, i.e. the charm quark mass. Therefoegmomium decays are
dominated by processes in which the lowest possible numfbgluons is exchanged.
The relevant two- and three-gluon contributions are caldel in perturbative QCD.
Similarly, charmonium production cross sections in the CSMalculated from
gquark-antiquark and gluon-gluon fusion processes witidhewing generic form:

2

d'Ry (0) | (3.6)

O'(ab—> n28+1L\] X) = a'ab T

wherea andb stand for q or g, dap IS a process-dependent parton-level cross section
convoluted with the appropriate parton distributions, iR} (0) /dr' are derivatives of
the universal non-perturbative charmonium wave functigg. (3.6) is a factorization
formula: it states that the binding of the pair at low energies can be treated indepen-
dently of the production mechanism at higher energies.

An overview of calculations in the framework of the CSM can loairfd e.g.
in [Sch94]. Charmonium states with the quantum numbégs and 13P; can be pro-
duced directly as color singlets in gluon-gluon fusion. ®a other hand, an additional
hard gluon has to be emitted in a perturbative process to foemi3S; state Ap as a
color singlet: gg— 13S;g. The leading contributions are proportionala@ see also
Fig.[3.2:

qq — n®L, g, (3.7)
gg— n*"L,g, (3.8)
gq— nZS‘LlLJ g. (3.9)

In addition to the direct production channelgp &re produced via decays of2S)
states, e.q(2S) — Jw rrmr, and radiative decays gf states, i.exc — Jwy.
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ol

ol

(d) (e)

Figure 3.2: Contributions ofﬁ(ag) to charmonium production in the CSM (after [Sch94]).
Due toC-parity conservation, direcfyl production is only possible via process (a).

To adjust the cross sections derived from these processegpimental data, a
large correction factor (“K-factor”) oK = 1.7 has to be introduced, indicating that
higher-order corrections to the tree-level cross sectwasmportant [Sch94].

Due to the average velocity of = 0.25, relativistic corrections proportional 3
add important contributions to the production cross sectidowever, within the CSM
approach, there is no systematic way to include these d¢mmnsc The CSM fails to ex-
plain the production cross section of charmonia at largestrarse momenta, published
by the CDF collaboration [Abe97], especially in the casep@S) production. As it
is known today, important contributions to the cross sectiom color-octet processes
are missing in the framework of the CSM, such that this modgldeen superseded by
models based on nonrelativistic quantum field theory.

3.2.4 Nonrelativistic QCD

Charmonium production can be described in the framework araeglativistic quan-
tum field theory. In a nonrelativistic quantum field theorgntributions to produc-
tion and decay cross sections of bound states are orderednhoby the coupling
strengths, e.g. powers of the fine-structure constariut also by the relative veloci-
ties of their constituents. This approach has been denatedtto work for positronium
in nonrelativistic QED [Cas86] and has been extended to tetiristic QCD (NRQCD)
later [Bod95]. The description of NRQCD presented in this chafatlows [Kra01].
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Constructing NRQCD

The basic notion of NRQCD is that three distinct length scalesegquivalently, energy
scales—are involved in the production and decays of chaianon

1. The creation ofTpairs occurs at a length scale comparable to the Compton wave
length of ¢ quarks;; O 1/m.

2. The size of the charmonium is related to the relative vaésov of the quarks by
the uncertainty relatiorr 0 1/(mv).

3. The kinetic energy of thecgair defines the binding energy, hemgé&l 1/(mv?).

Given thatv < 1, the length scale ofccproduction is well-separated from the other
scales and from the hadronization so&g-p. For charmonium, in whicki ~ 0.25, this
assumption is valid to a good approximation. Therefore, gam@d to the charmonium
size, all propagators involved in the creation ofpairs are contracted to a point and can
be treated in perturbative QCD.

For light quarks and gluons, the standard QCD Lagrangianed,ughile the heavy
guarks are represented by a Sidinger-Pauli Lagrangian for the two-component heavy
quark fieldg and the heavy antiquark fiejt

D? D?
—_ut i T :
L=y <|D0+ ﬁ) y+X ('DO— ﬁ) X + ZLight + ZLglue+ 82, (3.10)
where the covariant derivative BY = d¥ + igA¥, and A* is an abbreviation for
(A2/2) A} with the Gell-Mann matrices?, the gluon fieldsA4, and the QCD coupling
constanty. In the termd.Z, all possible operators have to be included that obey the
symmetries of QCD. The most important operators are thedailiand the four-fermion
operators. The relevant bilinear operators are

(5-95—995)41

5Zblllnear TD4(.U + 5=

amg‘”
8m§

m%

|D><gE gE><|D) at,u+ t,U gB gy +c.c. terms
(3.11)

whereE andB are the chromoelectric and the chromomagnetic fieldsdaische Pauli
matrix. Heavy quarks are created and annihilated by locatermion operators:

d; ,
0L a-fermion = Z WI(QUTKiX) (XTKi P), (3.12)
|

wherek; andk] contain spin and color indices and polynomials in the spd&avative
D. The dimensionless coefficientsin Eq. (3.11) and}; in Eq. (3.12) are determined
by matching NRQCD scattering amplitudes with amplitudesiabthin full QCD.
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NRQCD Factarization and Power Counting

In NRQCD, the inclusive cross section for producing a charononstateH is given by

o(H+X) =Y &(ce[n] +X) (0" [n)). (3.13)

The sum oven includes both color and angular momentum quantum numbérishw
do not have to be identical to the quantum numbeid.oBpecifically, both color singlet
and color-octet contributions are included. Eq. (3.130)ésdentral factorization formula
of NRQCD. The process-dependent short-distance coefficimgn] + X) describe
the partonic hard process and are calculable in pertuso®@D. The long-distance
matrix element$& [n]) include the hadronization mechanism. The matrix elemests a
“universal’, i.e. independent of the specific process urstiedy. The matrix elements
are given by the vacuum expectation values of the four-femmperators in Eqg. (3.12):

(0" ) = XZ Olx Tkt [H(A) +X)(H(A) + X|wTkx|0), (3.14)
A

where the sum is over all possible light hadrons in the firetk3¢t and the charmonium
polarizationsh.

Eq. (3.13) represents an infinite series of non-perturbatiatrix elements. How-
ever, NRQCD provides rules to sort the individual contribasidy their relative impor-
tance, given by their dependence on the relatovgetocityv. This method of “power-
counting” assumes a hierarchical ordering of the relevaatgy scalesn.v, m.v2, and
NAgcp. The power counting rules are derived from a Fock state dposition of the
charmonium stateH ):

|H) = &0(1)|cC) + O'(v)|cTg) + ..., (3.15)

in which the leading ternct) describes acpair in a color singlet state with the same
quantum numbers g8i1). The importance of sub-leading terms is then derived from
“selection rules”, i.e. the probabilities to reach the doamt state by QCD interactions.
See [Ben97, K&01] and references therein for further details of this pdorce.

Comparison to Previous Models and Experimental Data

From the NRQCD point of view, the cross section predictionshef CSM fail to de-
scribe the data because important contributions to thes@®stion are missing. While
the color-singlet contributions are properly taken into@amt, large color-octet contri-
butions are neglected in the CSM.

The CEM shows some similarities with NRQCD: In CEM calculatiaigrmonium
production via color-octet processes is allowed, hencé&ittematic dependences of the
cross section are similar to NRQCD. However, the power-cagmtiles are different:
Since the spin and color quantum numbers of final states agd®naized in the CEM,
only the dimension of an operator is relevant in the powerting.

The theoretical framework of NRQCD has become a standard ¢oaldscribing
charmonium production in high-energy physics. The unafen®n-perturbative ma-
trix elements have to be inferred from experimental dataalmv stringent tests of
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NRQCD. Some decay matrix elements have been determinedicel@CD [Bod96].
The charmonium wave function needed for the color-singlrmelements can be de-
termined from leptonic decays of charmonia or using poééntiodels. All further ma-
trix elements are extracted from experimental data, as sleog in [Cho96a, Cho96b]
for quarkonium production at the Tevatron and in [Ben96] feedi-target quarkonium
production.

Predictions of NRQCD, especially the universality of the pamturbative matrix
elements, have been compared with experimental data feraadifferent production
processes and kinematic regions. Results /gnahd ¢ (2S) production at the Teva-
tron, Ju production inyy collisions at LEP (LEP: Large Electron Positron Collider)
and in deep-inelastic scattering at HERA (HERA: Hadron-E@mkRinganlage) are
in good agreement with NRQCD. However, results gm dolarization at large trans-
verse momenta and HERA photoproduction data are currenirance with NRQCD
predictions. Therefore more experimental input is desrab perform decisive tests
of NRQCD. Recent overviews of confronting NRQCD with experimedtda can be
found e.g. in [KAO1, Bod03].

Further developments in the field of NRQCD include the effecfield theories
of “potential NRQCD” (pNRQCD) and “velocity NRQCD” (VNRQCD). Theseod
els address deficiencies of NRQCD in power-counting and thdasgation of diver-
gences and will become relevant for heavy quarkonium pribcluat future linear col-
liders [Hoa02].

Fixed-Target J/ Q Production in NRQCD

The description of &b hadroproduction at fixed-target energies includes botllitteet
Jw production and the production via decaysgeindy(2S) states:

2
Tyy = Oy direct+ B (W(2S) — JWX)oy2s) + JZ)%(XCJ — JWX)oy,.  (3.16)

With their large branching fractions o®(y(2S) — Jw ) = 0.50540.012, 8 (xc1 —
Jwy) = 0.316+ 0.033, and#(xc2 — Jwy) = 0.202+ 0.017, the corresponding de-
cays contribute significantly to/yl production, whereas the influence xf produc-
tion with Z(xco — Jwy) = 0.0118+ 0.0014 is negligible [EidO4]HERA-B has mea-
sured that32+ 6(stat) = 4(syst))% of all Jy come from the radiative decay; —
Jwy [Abt03b]. Approximately 10% of the/ originate from decayg(2S) — Jw X.

The leading contributions to fixed-targetpJproduction are summarized in Ta-
ble 3.1. Both color-singlet and color-octet processes aieided. For 4y andy(2S),
the color-octet processes are one order lesssibut suppressed by* relative to the
color-singlet processes. i production, both mechanism enter at the same ordeg in
andv.

A graphical representation of a color-octet process doutirig to direct Ay pro-
duction is shown in Fig. 3.3: Acpair in a color-octet state is formed by gluon-gluon
fusion. It evolves to a pre-resonande state which neutralizes color by radiating (or
absorbing) a soft gluon. This gluon is collinear to tlepair, i.e. the gluon emission
(absorption) leaves the momentum of tfeepair practically unchanged. Finally, th&J
resonance is formed.
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Table 3.1: Lowest order processes contributing t¢ firoduction at fixed-target energies. Both
direct and indirect production channels are included. For everyepsythe relevant
matrix elements and the order of the cross sectioagimndv are given|[Ben96].
Note that iny. production, color-singlet and color-octet contributions enter at the
same order imrs andv.

Production Channel Matrix Elements Order
99— Ju, ¥(29) (0Y[13s1)) adv®
ag— Ju, w(2S)  (0Y[8 %), (0¥[83Ry2]) a3V’
qa — Jy, w(29) (0¥[83s1]) agv’

99— Xco.2 (OX02[1 3Ry 5]) a3ve
ad — Xco2 (OX02[835))) adv®
99, 99 99 — Xc1 (0% [13Ry]) adv®
q9 — Xet (0%1[8,35y]) agv®

Figure 3.3: Sketch of a color-octet
contribution to Ap production. A
color-octet € pair is created by
gluon-gluon fusion and evolves to a

g
16”’0 pre-resonance state. A soft gluon is
d pre- radiated, and the final color-singlet
1 ccl8] | reson. o) | 1/(mev) J resonance is formed. The typi-
cal sizes of the color-octet state and
9 % the final Jy are indicated by ar-
soft g rows.

The number of independent matrix elements can be reducegifgywmmetry. The
following relations are valid up to corrections 6fv?) [Ben96]:

(0% [13P)]) = (20+1)(0%=[1,3Ry)), (3.17)
(0%2[835)]) = (204 1)(0*[13g)]), (3.18)
(0Y[8.3Py]) = (2J+1)(0Y[8,3m)), (3.19)

wherey stands for 4p or ¢(2S). In addition, only the combination
AV(g] = (0¥[B50) + 5 (0¥18.2Ry) (3.20)

enters the /i andy(2S) production cross sections at lowest ordesrgn Hence for thex
states, two free parameters remdii}0[1,3S]) and(&X[1,3Ry]). For the Ay and the
W(29), the parameterso¥[1,15]), (0¥[8,3S1]), andA¥[8] have to be extracted from
experimental data. The color-singlet matrix elements atated to the charmonium
wave function, as shown in Eq. (3.6) for the CSM:

9 2

(O"135)]) = %|R(0)|2, (OM[13Ry]) = Zr'dR(O)

dr

(3.21)
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Table 3.2: NRQCD matrix elements for fixed-targetiproduction [Ben96].(¢[1,3S]) and
(0M[1,3Ry)) are computed from the wave functions in the Buditier-Tye poten-
tial [Buc81]. (¢1[8,3S,]) are taken from fits to Tevatron data, ah#[8] are fitted
to fixed-target datal, ,[8] is taken from an evaluation of fixed-target data at next-
to-leading order [Mal99].

Matrix Element  J/¢[GeV®] w(29)[GeV?] x.[GeVd
(o"[135)) 1.16 0.76 -
(oM1[8,35))) 6.6x103 46x10°% 32x10°3
(O"[1°Ro]) /mE - - 44x 1072
AY[g] 30x102 52x10°3 -
ANol8] 1.8x102 26x107° —
o  4F ! L T — NRQCD
s e CEM
3 10F E
S 10} 1
i ; Figure 3.4: xg distribution of
10 3 Jy production in NRQCD (solid
1E . line) and in the CEM (dashed
10'E 3 line) [Mog04]. The CEM prediction
oF is calculated at leading order, using
10 ¢ - the MRST LO parton distribution
10° Eu AT functions [Mar98a, Mar98b], and

-1 -0.5 0

scaled to the proper next-to-leading
order value.

All further matrix elements are obtained from fits to fixedget and collider
data [Ben96]. An evaluation of the matrix elemex#[8] beyond leading order can
be found in [Mal99]. Numerical values of the relevant NRQCD nixaglements for Ay
production inHERA-B are summarized in Table 3.2. The differential cross sestion
Jw production inHERA-B, as predicted in the CEM and in NRQCD, are depicted in

Fig.[3.4.

3.3 The Glauber Model

The charmonium production models introduced in this chragéscribe charmonium
production by scattering processes among hadrons or bethedrons and photons.
However, in most fixed-target experiments either the taogdboth target and beam
consist of atomic nuclei. In addition, heavy ion beams atkden at the Relativistic
Heavy-lon Collider (RHIC) and the future Large Hadron CollideH(C). Therefore,
charmonium production is probed in hadron-nucleus or ruselaucleus collisions, and
additional effects due to interactions inside nuclei beeoetevant. The standard frame-
work to evaluate nuclear effects is the Glauber model. Sdementary applications of
this model in proton-nucleus collisions are discussedisgaction.
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Participant
<" Nucleons

Figure 3.5: Schematic illustration
of a proton-nucleus collision in the
Glauber model. A proton crosses
the nucleus at an impact parame-
ter b and interacts with individual
nucleons along the trajectory (af-
ter [Bru02b]).

3.3.1 Basic Assumptions

In the Glauber model, proton-nucleus collisions are vieagdn incoherent sum of bi-
nary proton-nucleon collisions. Coherent effects like bargxcitations are neglected.
The original derivation by Glauber [Gla59, Gla70b] is baseda semi-classical ap-
proximation to quantum mechanical scattering theory. Téwvdtion presented here
is based on a combinatorial approach, as also used in [ShaOdfjoton propagating
in z-direction crosses a nucleus at an impact paranMetB] as indicated in Fig. 3.5.
Along the trajectory, proton-nucleus interactions mayuscwhich are assumed to be
mutually independent.

3.3.2 Parametrizations of Nuclear Densities

The distribution of nucleons inside the nucleus is desdriinea nuclear density func-
tion p(b,z). For nuclei with an atomic mass numbersfof 16, a harmonic oscillator
model is employed for calculations, resulting in an apprately Gaussian shape of the
nuclear density [Pi92]:

A—4r? r?
p(r)= <l+ T@) exp {—@] , (3.22)
wherer = v/b? + Z is the radial distance from the center of the nucleus and
5 4
&= (57 ) (R - Rl 329

with the mean squared charge radii of the nucleus and of tb®mr(R:n(A)) and
(Ren(p)). For all heavier nuclei, the Woods-Saxon distribution [\&épis utilized:

Po
r= 3.24
P = T expr—R)/a’ (3.24)
whereR s the nuclear radius aradis the surface thickness of the nucleus. Experimental
determinations of the parameters of both models are listedre[Bar77, DJ87].
The amount of nuclear matter to be crossed by a proton aajjidiith a nucleus at
an impact parametdris expressed by the nuclear thickness function

Tmpi/maam, (3.25)
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which is normalized by the requirement
//p(b,z) dzdb — /T(b) b= 1. (3.26)

In a cylindrical coordinate system, the two-dimensionggnal over the impact param-
eter, [ d?b, is given by 2t [y’bdb. Up to the normalizationT (b) is equivalent to the
effective path length of the proton inside the nucleus.

3.3.3 Inelastic Cross Section in the Glauber Model

The probabilityPy for a proton to scatter off a single nucleon inside the nulisu
given by the product of the proton-nucleon cross section taednuclear thickness:
Po(b) = gpnT (b). Assuming independent collisions between the proton amihttivid-

ual nucleons, the probability forcollisions along a trajectory with an impact parameter
b in a nucleus consisting & nucleons is described by a binomial distribution:

P(n,Ab) = (/:l‘) [on T (0)]" [1— o T (0)]* " (3.27)

The cross section is obtained as the sum over all probakilitntegrated over all impact
parameters:

ginel (éf(n,A;b)) o~ [ (1-PO.AD) &= [ (1-[L-omT(B)]") b

(3.28)
Note that for small proton-nucleon cross sectiags, this result is equivalent to the
original results by Glauber [Gla59],

o = [ (1— expl—om T(D)A)) b~ / (1_ [1- apNT(b)]A> d®b.  (3.29)

Eq. (3.28) is valid for any kind of inelastic scattering. Frdhe extreme cases of very
large and very small cross sections, lower and upper boumtiseonuclear dependence
of aé,?f' are obtained as follows:

Case 1: Large Absorption Cross Section

If the cross section is so large that the probability for asteone interaction within the
radiusR of the nucleus is unity, i.ezpnT (b) = 1 for b < R, the inelastic cross section is
given by

one! = 2rr / bdb = 2. (3.30)

This approximation is sometimes referred to as the “blask’dapproximation, since
the cross section depends only on the area of the two-dimaisprojection of the
nuclear surface. Assuming thRtscales with the number of nucleons according to
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R = RyAY/2 and noting that the normalization condition ©fb), Eq. (3.26), yields
gpn = RS, the resultingd-dependence of the inelastic cross section reads

ol = R = riRG - AZ/3 = gy - AZ3, (3.31)

A recent compilation of inelastic proton-nucleus intei@ts for HERA-B energies re-

sults in a value of

HEI - O. AO 7111+0. 0011 (332)

rather close to the black disk approximation [Car03].

Case 2. Small Absorption Cross Section

In the case of hard scattering processes, the cross segtias small, and the inelastic
Cross sectiomrg,f' in Eq. (3.28) can be expanded in a Taylor series, keepingstapiio

ﬁ(O'pN)Z
ghrd / [1- o T (0)]*) b~ o A / T (b) db. (3.33)

Using the normalization condition (3.26), a linear scaledpavior of the proton-nucleus
cross section with the number of nucleons is obtained:

opa’?= opn - A (3.34)
Several different ways to parametrize deviations fromlthear scaling of the cross
section withA can be found in the literature. The suppression faBtsrdefined as
hard
o
— _PA 3.35
= oo A (3.35)
Experimental data on nuclear suppression are often patiaetetising the power law
opad= opn - A7, (3.36)

where values ofr < 1 indicate suppression of the hard scattering cross seictipA-
collisions. The paramete&anda are connected by the relation

S=A""1 (3.37)

3.3.4 Nuclear Absorption in the Glauber Model

The framework of the Glauber model allows to incorporateearcsuppression of par-
ticles produced in hard scattering processes. Keeping llgsigs picture of proton-
nucleus interactions as incoherent sums of binary coligsia generic absorption cross
sectionag®Sis defined. The probabilit. (b, z) for a proton at a pointb, z) to survive
the proton-nucleus collision without being absorbed intheen by

A-1

A-1
V4

P.(b,2) = |1—o®>. / pbZ)ez|  =[1-0"T(b2)] (3.38)
z
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where the exponent results from the fact that after thestohiwith one nucleon, only
the remainingA — 1 nucleons can still absorb the proton. In the cross sectiondla
(3.33), the nuclear thickness function is replaced by aacéffe thickness function
Tab%b), which takes into account the survival probabily(b, ):

TabYp) = /m p(b,2) [1— o?PST. (b, z)]A_l dz= aa—iSA {1— (1— aabST(b)>A} ,

[e¢]

(3.39)
where in the last step, the identity

d [oe]

- A A-1
= llaabs- / p(b,z’)dz’] — 0®3Ap(b,2) llaabs- / p(b,z’)dz’] (3.40)

z

has been used. For small absorption cross secti®?fsEq. (3.39) can be expanded in
a Taylor series. Keeping terms up{(o29?), the effective thickness function reads
A-1)

Tabs(b) — i {AaabsT(b) _(Jabs)zA( 5

2
e T (b) } . (3.41)

Inserting this result into Eq. (3.33), and using the normaion of T2°Yb), the hard
Cross section is given by

Gggrd: oon A (1_ Gabs% /T(b)2d2b> = UpNA<1— gab5<pL>) ) (3.42)

The result of Eq. (3.42) can be interpreted as an approxaméabi the usual exponential
form of an absorption cross section,

agard = opnAexp [—aabs<pL>] . (3.43)

The suppression factor for hard scattering processes telggven by

1— g@s(pL for ghadas in Eq.[(3.42),
_ { <p > pA q ( ) (3'44)

exp[—o®S(pL)] for ofas in Eq.[(3.43).

In Eq. (3.42), the quantitypL) is defined, i.e. the average product of the nuclear
densityp and the nuclear path length (pL) is a measure of the average amount of
matter seen by the proton before leaving the nucleus. Thelatticlear path length is
obtained from(pL) by:

(pL)
L oA (3.45)
In case of a uniform density,

-1
p(r)=po= (3R) ~ forr<R (3.46)
0 forr > R
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the quantity(pL) is given by

1

= (3.47)

/T b)2cPh = A1 _ 2rrpR4— — (A~

While a uniform nuclear density is a good approximation foavyenuclei, a Gaus-
sian shape as in the harmonic oscillator model is more apigtedor light nuclei. An
expression fofpL) in this case can be found in [Ger92]

> (a-1)

(L) =g~

RA)’ (3.48)

where (R, (A)) is the mean squared charge radius of the nucleus, as alrsadyin

Eq. (3.23).

3.3.5 Measuring Nuclear Suppression in HERA-B

In HERA-B, nuclear effects are extracted from data sets for which gstem and a

carbon wire have been used simultaneously. Thereforegauelffects are extracted
from ratios of cross sections. Using the power-law paramatton of Eq.|(3.36) for two

target materials with atomic mass numbggsand Ay, the parametetr is determined

from

_ log(az/01)
log(Az/A1)

If the A-dependence of charmonium production is measured usiagxpression, the
functional form of the suppression as a functionfois fixed by the parametrization.
Since the suppression parameter is only extracted fronrtdss section measured with
two materials, the measurement cannot be over-constranedit.

To extract the absorption cross sectio#?S the ratio of suppression factors for the
two materialsR=$/S, is utilized:

(3.49)

S o/a
=—= : 3.50
S A/A (3:50)
Using Eq.(3.44), this relation is solved for the absorptiomss section:
1-RS hard (3.4P
abs ) (PL)2—(pL)1R® for Tpa 85 in £q./(3.42), (3.51)
log(R® ’
% for of@as in Eq.|(3.43),

with the appropriate choices @pL) - for the target materials under study, as sum-
marized in Table 3/3. This method is independent of the fanat form of the sup-
pression. However, since the nuclear path lerigttannot be measured HERA-B,
model-dependent assumptions on this quantity enter thut.res
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Table 3.3: Summary of nuclear parameters for carbon and tungsten. For the calaslafio
the path length parameters, a uniform nuclear density is used for tungstavy
nucleus), while for carbon (light nucleus), a Gaussian density is enghloye

Parameter Reference Carbon Tungsten
Atomic MassA [u] 12.011 183840
R=1.118AY/3 [fm] 2.560 6357
R=116AY3-135A"Y3[fm] [Bar77] 6358
R=119AY3 -161AY3[fm]  [DJ87] 6483
(R3(A)) [fm?] [Pi92] 5.983

(pL) [fm~2 0.220 0810
L [fm] 1.286 4742

3.4 Nuclear Effects in Charmonium Production

The suppression of charmonium production in nuclear memliéddoe caused by a large
number of different nuclear effects. A priori, it is not obus if single effects dominate
the suppression or which combination of effects accoumtth@®suppression pattern ob-
served in experimental data. Therefore, nuclear effeets@parated into classes which
can be distinguished by studying different physics proeessd different regimes of
the kinematic variables. In the literature, nuclear effese separated into “initial state
effects” related to the partons which participate in therattion in which the charmo-
nium is produced and “final state effects” due to interactiohthe € pair or the fully
formed charmonium state with the nuclear environment. Ceimgsive overviews of
the mostimportant nuclear effects, with different empbasethe individual effects, can
be found in [Ger99] and [Mog99, Vog00]. The following crighelp in disentangling
different nuclear effects.

e Initial state effects can be separated from final state &sffdcause the former
influence all charmonia in the same way, while the latter peeigic for the pro-
duced charmonium state. For other processes with simildomain the initial
state, e.g. dilepton production via the Drell-Yan processilar initial state ef-
fects are expected.

¢ Effects that depend on the details of the transition fronirfi&l to the final state
can be distinguished by their dependence on the kinemdtibhe production pro-
cess. For these effects, different results are expected ésgperiments covering
different kinematic regions, and large coverage of phaaeess needed to study
the time evolution from theastate to the final charmonium.

¢ If the final state particles lose energy by interactions & nuclear medium,
their momentum spectra may be partly shifted out of the daoepe of an ex-
periment. Hence, an apparent suppression effect may beoduectarrangedr
spectrum.
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The discussion of nuclear effects in this chapter is rdstli¢o effects which are
potentially interesting for the kinematic range coveredHBRA-B, i.e. 920 GeV beam
energy and a range in Feynmaref —0.3 < x¢ < 0.15. The main observables de-
scribed in the literature and accessibléi{€RA-B are the exponent of the power-law
parametrization (3.36), measured as a functiorscdind pr, and the absorption cross
sectiong?s

3.4.1 |Initial State Effects
Nuclear Parton Distribution Function

In the quark-parton model, cross sections for high-eneaprdnic collisions can be
factorized into a cross section for the partonic sub-pree@sl parton distribution func-
tions (PDF). The partonic cross section is calculable itypbative QCD, and the PDFs
are universal functions that describe the parton contehtadfons as a function of the
momentum fractiorx carried by the proton and the four-momentum trang§f€in the
collision. The PDFs are non-perturbative objects, and tmdyr evolution withx and
Q? can be calculated in perturbative QCD.

PDFs of nucleons bound in an atomic nucleus are differemn filwose in isolated
protons or neutrons. This effect has been shown in deepsthekcattering experiments
utilizing nuclear targets. Many models have been develapexkplain this deviation.
See e.g. [Arn94] for an overview. The modifications of nucle®Fs are sometimes
referred to as “shadowing” effects. Historically, this ra@arises from an analogy of
nuclear shadowing of the hadronic cross section in photetens collisions: Since
photons and vector mesons bear the same quantum numbeiephan fluctuate into
vector mesons and interact strongly with nucleons on théeausurface. Hence a
shadow is cast on the inner nucleons.

The influence of nuclear effects on PDFs can be illustratezbiyparing the ratio of
the structure functiong,(x, Q?) for different nuclei. In lowest order of the quark-parton
model,F describes the number of partons with momentum fractidnside a nucleon,
weighted with the parton charge. A sketch of the observed Fr%[f for deuterium and
F5* for a nucleus with an atomic mass numBés shown in Fig. 3.6F is suppressed in
the “shadowing” regiox < 0.1. An enhancement (“anti-shadowing”)k‘azA is observed
for 0.1 < x < 0.3, while for 03 < x < 0.8 the ratio decreases again, as observed first
by the European Muon Collaboration (EMC) [Aub83]. Bor~ 1 the ratio increases
again, due to the Fermi motion of the nucleons inside theausclCurrently, two sets of
nuclear PDFs are available, EKS98 [Esk99] and HKM [HirO1he$e sets parametrize
the nuclear effects based on different combinations of mxyatal data to determine
the free parameters, as discussed e.g. in [AccO03].

The kinematic range covered by tHERA-B experiment 0f-0.3 < xg < 0.15 cor-
responds to @6 < x» < 0.6 for the nuclear PDFs. Here denotes the momentum
fraction carried by the parton inside the target nucleoa Aggpendix B for a discussion
of the kinematic formulae. This range covers mainly the-ahidowing regime, such
that nuclear PDFs alone would cause an enhancement of chiammproduction within
the HERA-B acceptance. Suppression due to nuclear PDFs of the tamyqtested to
scale withx, when studied at different beam energies.
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Figure 3.6: lllustrations of charmonium suppression by nuclear structure functions:
(a) Schematic drawing of the structure function r&&fb(x) /FP (x) (after [Arn94]).
The features of the ratio are explained in the text. (b) Charmonium supprgss
rametera (xg) due to nuclear PDFs. The calculation is performed for 800 GeV
beam energy using the EKS98 set of nuclear PDFs (after [Vog0Qdje xTand
Xg-ranges covered bERA-B are indicated by the shaded areas.

Initial State Energy Loss

Before the hard interaction, the partons inside the beanopmdn lose energy by mul-
tiple scattering with the target nucleons. The net resudtssift Ax; in the momentum

fraction carried by the interacting parton inside the beaotgn. In a model formulated
in [Gav92], the dependence of the shiftxynandA are given by

Axq O x AY3, (3.52)

The shiftAx; is proportional to the radius of the nucleus, as expectedhidtiple scat-
tering with the nucleons. The linear dependencexpis chosen in analogy to the
dependence of the Bethe-Heitler process [Bet34] in QED. Brless effects become
large for largexg, i.e. for largex;. The probability of finding e.g. a quark in the proton
in the limit of x; — 1 behaves likd1 —x;)3, therefore small shifts im; are amplified
for largexg.

An alternative model has been proposed in [Bro93] and furéfered in [Bai97]. In
this model Ax; is proportional to the nuclear path length and to the avetagesverse
momentum of the partons, both proportionahfé®. Thex; dependence is derived from
the uncertainty principle [Bro93]:

Axq O Ly (3.53)
X1
This model predicts very large suppression effects for kamal negativexs [Vog0O].

A comparison of the predictions of the two models for 800 Ge¥rh energy in the
framework of NRQCD is presented in Fig. 3.7.
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Transverse Momentum Broadening

Multiple scattering of the partons prior to the hard intéi@at influences not only the
longitudinal momenta of the partons. The transverse mamespectrum of the initial
state partons is also modified [Gav88f88]. The average transverse momentkym
of the partons relative to the proton (“intrindig”) is increased due to multiple elastic
interactions. This increase translates into a broaderfitigegpr spectrum of the final
charmonium states.

The sequence of elastic rescattering is treated as a randdimience the average
transverse momentum ofin pA collisions is given by [Ger99]:

(pr?)%, = (pr2)5, + og (Pro)gn(pL). (3.54)

Here(pT2>5’/':|'J is the averager in pN collisions. The second term is proportional to

the elastic cross section for gluon-nucleon scatterdljﬂq, and the average transverse
momentum for this proces$pT2>gN. The number of scattering processes before the
hard interactions is approximated KyL) for small absorption cross sections. The
parametebge,'\,(pT2>gN — 4.5+ 0.4mh( GeV/c)? is extracted from a fit to data from the
NA3 and NA38 experiments [Ger99].

The influence of transverse momentum broadening on the ausigpression pa-
rametera (pr) is explained by the shift of thpr spectra towards larger values for heav-
ier materials. Given the approximate shape of the spedtex) parametrized by

-6

dN 351 pr \?

by | 1 - 7

dpr 7T ( i (256<pT>) ) ’
the parametew, i.e. the logarithm of the ratio of these spectra, is smalian unity for
small values o, while a value ofr > 1 is expected for larger.
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Intrinsic Charm

Intrinsic charm models are based on a decomposition of th@mpmave function into
Fock states. In addition to the state which includes theetkiedence quarks, £ |uud),
fluctuations containing additional gluons or quark pairs produced for short time
intervals. A fluctuation containing at least one air, juudc. . .), is called intrinsic
charm of the proton.

If intrinsic charm is included in the production mechanighg fraction of € pairs
which form charmonium states is reduced with respecttpairs in which single c or
T quarks bound to open charm mesons. In addition, the indroigarm cross section
depends on the atomic mass numBAeuch that intrinsic charm also contributes to the
nuclear suppression of charmonium production.

The probability to find intrinsic charm in proton-nucleusllisions is estimated
in [Vog00]. The effect on théd-dependence of charmonium production is symmet-
ric in Xg since the T fluctuation can occur both in the target and in the beam pusle
At an intrinsic charm probability of 0.3%, consistent wittadable data, and large beam
energies, the influence anxg) is only significant for very largéxg|. The centrakg
region covered bYHERA-B is only affected in case of an intrinsic charm probability of
1% or larger.

3.4.2 Final State Effects

Final state effects are mechanisms that influencettpair after the production process.
If J/w suppression due to final state effects is studied, bothtdif@production and pro-
duction via feed-down from other charmonium states has tcobsidered. Therefore,
the suppression factor calculated fap Js taken as the sum of suppression factors for
all these processes, weighted with the fractidgsof Jy produced by decays of the
charmonium state;:

W = £y, STPAIECL § 05 SV 4 £ SO, (3.55)

As an example, in [Vog00], values df, = 0.58, fys = 0.12, andfy, = 0.3 are
utilized.

Nuclear Absorption

Nuclear absorption effects depend on the details of the éwatution of charmonium
formation after the production of & air, as sketched in Fig. 3.3. The time scales
involved in the process are the time needed to form a colttac pair, the time to
produce a color-neutral pre-resonance state and the tirhédlydorm the resonance,
schematically written for color-octet gluon-gluon fusiast

992 |cT)g = |(cT)gls)1 —= |CT)1, (3.56)

where the subscripts indicate color-singlet or color-bstates. The formation time of
the color octetyrgs = 1/(2m¢) ~ 0.07 fm/c is much smaller than all other time scales
involved in the process. Therefore it is usually neglectedalculations of absorption
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cross sections. In [Mog00], a value of the formation timehef pre-resonance state .1

is estimatedrg .1 = 0.3fm/c. Assuming that final state absorption is the only nuclear
effect, in [Arl00], a fit to the nuclear suppression data @ H866 experiment [Lei00] is
performed. The fit yields a very small valuemgf,; = 0.02 fm/c which is incompatible
with the value of [Vog00] and suggests that the formationhef pre-resonance state
cannot be described by a single physics process, like sadhgtmission.

An order-of-magnitude estimate of the lower bound for therfation timer, of
the final resonance can be obtained from the uncertaintgipter The formation time
is larger than the proper time needed to distinguish diffecharmonium states,, >
(My(2s) — MJ/IU)—l ~ 0.3fm/c. A more precise value for, can be calculated from
potential models. Forip, a value ofty, = 0.92fm/cis obtained [Kar88].

In NRQCD, both singlet and octet processes contribute to abraitm production.
The absorption cross sections for both processes are éstinma[\Vog00]. Octet pro-
duction is assumed to be energy- apdindependent, since the formation of the final
charmonium is expected after the jgair has left the nucleus. For color singlet produc-
tion, the time structure of charmonium formation is taketo iaccount, therefore the
absorption cross section becomes time-dependent. In [Blag#®1], the dependence
on the proper time is parametrized by

K

aabs<l) for 1 < 1y,

o) =4 YN \n v (3.57)
oaRe otherwise

In the Glauber approach, the absorption cross section istaot) i.e.k = 0. If g@0S

is proportional torR(t)?, i.e. the geometric cross section of the nucleus, a value of
K ~ 2 is expected. In [Ger00], a value of= 1 is used instead. Note thats related

to the path length from the production poirio the charmonium formation poiat by

Z —z= Bycr. Hence the formation time introduces a dependence of troeatisn cross
section orxg. The travelling distance as a functiongffor HERA-B energies is shown

in Fig.'B.1. The distances for formation times betweehdhd 1 fnyc can be compared
to the size of a carbon nucleus (approximatelyfth) and a tungsten nucleus (approx-
imately 65fm). For positivexg, the final charmonium state is formed after leaving the
nucleus. In this case, the absorption does not depend orhdrenonium type. For
negativexg, depending on the actual valuemf, the charmonium formation takes place
inside the nucleus. The nuclear suppression due to absogdiexpected faHERA-B

is shown in Figl. 3.8. Due to the different radii giJ w(2S), andx. mesons, the absorp-
tion cross sections of these charmonia are different, hegidi different dependences of
the nuclear suppression on the atomic mass number [Vog02].

A different approach to the calculation of nuclear absorptior small and nega-
tive xg is discussed in [Kou02, Kou04]. Assuming that a color-sh@re-resonance is
formed quickly, the absorption of the pre-resonance anfinhécharmonium is studied
in a guantum-mechanical model. The Suadinger equation is solved for a Hamiltonian
with a complex potential which describes both tigebinding and interactions with the
nuclear medium. In this model, transitions between charomistates are possible, and
interference effects are observed. The predicted nuckgzerdlience for/i production
is essentially flat, but suppressionyf2S) states is expected for negatxe
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Final State Energy Loss

Energy loss in the final state can occur via color interastiohthe color-octet state
|ccg)s. In [Kha93], it is argued that the lifetime of this state i®langed by the QCD-
equivalent of the Landau-Pomeranchuk-Migdal effect [L&ai8ig56]: A characteristic
time intervalt. is needed for the emission of a soft gluon. If within this mtd, the
|cCg)s State scatters with the nuclear medium, the measuremegtstérts from zero
again. Hence the gluon is only emitted after theg)s state leaves the nucleus. As
a consequence, th& @air traverses the entire nucleus as a color-octet statéor Co
interactions between the color-octet state and the nugiedium lead to energy loss of
the @ pair. By this effect, the spectrum is not suppressed but rather shifted to lower
Xr values. A comparison to data shows that final state energyalosie cannot account
for the observed nuclear suppression pattern in protofenscollisions [Vog00].

3.4.3 Combination of Nuclear Effects

In [Vog00], the two most important effects discussed abawe@mbined and con-
fronted with preliminary data from E866. Energy loss is sasrthe most important
initial state effect, while nuclear absorption of theis the main final state effect. The
resulting prediction of the nuclear suppression parametsrdepicted in Fig. 3.9. The
prediction is adjusted to the E866 data using specific ckatthe absorption cross sec-
tions and the energy loss model. The gross features of theadateproduced, however,
the details are not described correctly.

3.4.4 Coherent Effects

In predictions based on the semi-classical Glauber modékerent interactions of the
beam proton with the entire target nucleus are neglecteds apgproximation cannot
be made for large charmonium energies. Charmonium producta be viewed as a
guantum-mechanical fluctuation of the beam particle to pasr. Coherence effects are
expected to become important if the coherence length oftflactuation is comparable
or larger than the size of the target nucleus. Forwith an energy o ~ 50 GeV and
massM ~ 3GeV/c?, the coherence length is approximately giverdoy E/M? ~ 1fm.
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Reggeon-Based Approach

Nuclear suppression by shadowing due to coherence efieptedicted in the BCKT
model [Bor93, Bor03], which is based on the Reggeon approacte tBwguantum-
mechanical fluctuations, fast beam protons “look” like aud®f light and heavy par-
tons, which interact with the nuclear matter. Interactiohthe soft partons inside the
cloud introduce screening effects on the production of laaxia. The nuclear depen-
dence of Ay productions in the BCKT approach features three regimes, @srsin
Fig.[3.10. Forxg ~ 0, the screening effects cancel, and only a small absorstipre-
dicted. Screening is expected fgr > 0.2, and forxg < —0.3, the BCKT approach
predicts antiscreening. This effect is caused by a redigtan of longitudinal momenta
from the screening to the antiscreening regime. After dojggshe model parameters
to the experimental result of E866, the BCKT model describesrhin features of the
nuclear suppression parameter as a functiotof
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Light-Cone Green Function Approach

Another approach to calculating nuclear suppression ofnebiaia due to coherence
effects has been studied in [Kop01]. A full QCD calculationcoherence effects in
the framework of light-cone Green functions has been peréal, describing charmonia
as color dipoles with fixed transverse separation. The tzlon yields predictions of

charmonium suppression over a broad energy range. Thecpogds parameter-free in
the sense that all phenomenological parameters are daerfrom experiments other
than fixed-target proton-nucleus collisions.

The intuitive picture behind these calculations is thedwihg: The € fluctuations
lose coherence with the partons in the beam proton by theartien with the target par-
tons. In the target rest frame, the lifetime of tleeflactuation increases with energy, and
the coherence length may exceed the size of the nucleusisloabe, theTpair inter-
acts with the whole nucleus, i.e. the individual nucleonspete in interacting with the
CC pair. In the formalism of the Glauber model, this effecteésctibed as shadowing of
the c-quarks in the nuclear structure functions. At RHIC giesrof 200 GeYnucleon
and energies planned for the LHC.§9eV/nucleon), also the shadowing of gluons
within ccg fluctuations becomes important. The resulting supprassi charmonium
production by c-quark shadowing is much larger than the eggon of open charm
production in deep-inelastic scattering, hence QCD fazation is violated.

At center-of-mass energies of 200 GeV, final-state absormif the € pair is seen
as the main suppression mechanism. H&RA-B energies, the coherence length of
the « fluctuation is of the same order of magnitude as the size eintictleus, and
coherence effects start to become important. For energieh targer than 1 TeV, as
relevant for RHIC and LHC, coherence effects are predictee tiné main suppression
mechanism. The shadowing effects due to coherent interects a function of the
fractional momentum of the target partoms, only. On the other hand, data taken at
energies between 200 and 800 GeV show scaling of nuclearesgpn withxg rather
than withx,. See Section 3.5 for an overview of experimental resultst@rmonium
suppression. This is explained by an interplay of coheraifezts with initial state
energy loss. In Fig. 3.11, the prediction of [Kop01] is comguhto results of the E866
experiment [Lei00]. Although the model parameters are dptsaed to the E866 result,
the data are described rather well by the model.
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3.5 Results of Previous Experiments

The nuclear dependence of charmonium production has beeiedtprior toHERA-B

in several fixed-target experiments using various primad/secondary beams. The fol-
lowing discussion is restricted to experiments using prdieams. The most important
A-dependence results of previous experiments are sumrdanZeable 3.4. Compila-
tions of results on the suppression parametas a function okr and pt can be found
in Figs/3.14 and 3.15.

3.5.1 The CERN Experiments
NA3

The NA3 experiment [Bad80] was a spectrometer optimizedierdetection of Drell-

Yan dimuons with invariant masses above 4 Ged/ which also provides good ac-
ceptance for charmonium decays into muon pairs. An unstghsecondary beam,
composed of pions, kaons, and protons, was delivered by tHeNCE&uper Proton

Synchrotron (SPS) and collided with a liquid hydrogen andatinum target simul-

taneously. Proton-nucleus collisions were recorded ambeaergies of 200 GeV. A
“beam-dump” configuration was used, in which almost all badrwere filtered by a
150-cm-thick absorber of steel and tungsten. The absoragfallowed by a spectrom-
eter, consisting of a dipole magnet and 38 layers of multewproportional chambers
(MWPC) for muon tracking. A hodoscope counter behind an aalthdi 180 cm thick

iron wall was used to identify the muons.

The nuclear dependence gfJoroduction has been studied in NA3 in the context
of Jy hadroproduction in pion-nucleus and proton-nucleus aatiions [Bad83]. A de-
crease ofa(xg) with increasingxe and an increase af (pr) with increasingpr was
observed. Hence, the NA3 collaboration claimed evidencea feew “diffractive” pro-
duction mechanism for loygt and largexg, in which charmonium suppression by initial
state interactions is possible. An average value of theslanduppression parameter of
a = 0.944+0.03 was extracted. However, the nuclear suppression hasde¢emmined
with only two target materials, one of which made out of hyno. Using a hydrogen
target and interpreting the data using #& parametrization introduces a systematic
shift towards lower values af, as also observed for inelastic interactions [Gei91].

NA38

The NA38 experiment [Bag89] was designed to study dimuonymrtioh in collisions

of heavy-ion beams from the SPS with nuclear targets. NA38thafirst experiment to
report evidence for charmonium suppression by the formaifa quark-gluon plasma
in heavy-ion collisions [Abr97a]. In addition to the heawy program, dedicated runs
with proton beams on nuclear targets have been recordedpymyp targets out of
beryllium, carbon, aluminum, copper, silver, and tungst®hile in proton-nucleus
runs, the NA38 target was followed by a hadron absorber diazaand uranium, in
nucleus-nucleus runs, an electromagnetic calorimetere@sore the transverse energy
was added. The muon spectrometer of NA38 had previously bsed in the NA10
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Figure 3.12: Schematic drawing of the CERN NA50 experiment (after [Sha01]). Thgetar
area is followed by a hadron absorber and eight layers of multi-wireoptiopal
chambers (MWPC 1-8). Trigger signals are provided by the triggerdompes
R1-R4 and P1-P2.

experiment [And84]. It consisted of eight layers of MWPCs,rfoufront of and four
behind a toroidal magnet. Four hodoscope counters, oneiohwlehind a 120cm thick
iron wall, provided the trigger signal.

The NA38 collaboration measured the nuclear dependenge pfdduction in col-
lisions of protons with carbon, aluminum, copper, and teegsresulting in a suppres-
sion parameter ofr = 0.919+4+ 0.015 [Abr98a]. The value has been obtained from a
fit to measurements of the production cross sections peeandbr the different target
materials. The fit combines the production rate results aredsn NA38 with results
from hydrogen and deuterium targets in the NA51 experim&nbtd8b].

NA50

For the successor of NA38, the NA50 experiment [Abr97b],gpectrometer was ex-
tended by a silicon-strip multiplicity detector. Insideethadron absorber, a zero-degree
calorimeter was added. Together with the electromagnatarimeter, these detectors
were utilized for a precise measurement of charmonium ggspon as a function of the
collision centrality. A schematic drawing of the NA50 exipeent is shown in Fig. 3.12.
In dedicated runs with proton beams, data were recordedtaigfets out of beryllium,
carbon, aluminum, copper, silver, and tungsten.

The NA5O0 collaboration has published the results of thetlear suppression stud-
ies in three different representations [Ale04]: Apart fréhe suppression parame-
ter a = 0.9254+ 0.015, the absorption cross section is given both for fits toftitle
Glauber model and to the path length approximation (seed®e8t3). The Glauber
model absorption amounts {d.4 + 0.7) mb, while in the path length approximation,
a value of(4.9+ 0.8) mb is determined. Within the:- acceptance of the spectrometer,
—0.1 < X < 0.1, the NA5O collaboration found no indication for an onsestobng Ju
suppression for small and negatixe where the 4y is fully formed inside the nucleus.
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Figure 3.13: Schematic drawing of the FNAL Meson East spectrometer as utilized in the E866

experiment (after [Lee99]). The detector consists of three dipole n&¢B®I0,
SM12, SM3), three tracking stations, a ring-imagibgrenkov counter, electro-
magnetic and hadronic calorimeters, and muon detectors.

3.5.2 The FNAL Experiments

The FNAL Tevatron provided an 800-GeV proton beam for theeeixpents located at
the FNAL Meson East beam line. The Meson East spectrometdrinshe E772, E789,
and E866 experiments had been employed by the E605 experiefame. The layout
of the spectrometer as utilized in E866 is depicted in Fi§33.The target area was
followed by two dipole magnets, the second of which contejréa beam dump made
of copper, graphite, and polyethylene. Behind the absotherspectrometer consisted
of three stations composed of six planes of MWPCs, situatedoint bf and behind

a third dipole magnet and after a ring-imagi@grenkov counter. The spectrometer
was completed by electromagnetic and hadronic calorimeted a muon detector of
scintillation counters and proportional tubes behind alsing wall.

E772

The E772 experiment [Jaf89] was constructed to study theeaudependence of Drell-
Yan, Jy, ¢(2S), andY production in proton-nucleus interactions. Muon pairsaver
produced by collisions of protons with nuclear targets @il deuterium, carbon, cal-
cium, iron, and tungsten.

The E772 collaboration published a suppression paraméter-90.920+ 0.008
[Ald91]. With the E772 measurement, the NA3 result of desiega with increasing
Xr was confirmed with better precision, while no strong inceeafsa is observed for
increasingpr. If the E772 result, taken at 800 GeV beam energy, is compardae
200- GeV result of NA3, the nuclear suppression parametews a scaling behavior
as a function ofg, but not as a function of the fractional momentupnof the struck
parton in the target nucleon. From this finding, the E772atutation concluded that
the contribution of nuclear shadowing t@pJBuppression is small.
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E789

The E789 experiment [Pri00] was designed to study the ptoztuand decays of B and
D mesons. Therefore, the first magnet of the Meson East speeter was replaced
by eight layers of silicon strip detectors to identify desay these long-lived particles
downstream of the target.

A first result on the @&y A-dependence was obtained in a configuration in which
the copper beam dump or a beryllium block in front of the beammpl were used as
targets [Kow94]. With this configuration, the forward ditiea of the collision was
covered: B < xg < 0.95. The result on the suppression faatoas a function okg is
compatible with the previous result of E772 within the sysiéic uncertainties.

Another measurement [Lei95] was performed with berylligarbon, and tungsten
targets placed downstream of its nominal position. Heneeatiteptance of the spec-
trometer was in the range 6f0.1 < xg < 0.1. In this range, a value af ~ 0.88 is
observed, lower than the values previously published by2E@i7largerxg. Therefore,
contrary to NA5O, evidence for increasingpBuppression foxg < 0 is reported.

E886/NuSea

The main objective of the E866/NuSea experiment was a mea&nt of the asym-
metry in thet andd quark content of nucleons. For this purpose, the triggdrdaa
acquisition systems of the Meson East spectrometer weremizéd [Gag98], and new
MWPCs and hodoscopes with larger acceptances were added ficsthiieacking sta-
tion. The new trigger system allowed for a larger maximpmcompared to E772 of
> 4 GeV/c. In order to cover the large- range 0of—0.10 < xg < 0.93, data have been
recorded with three different combinations of magnetiadfigbnfigurations and target
positions, providing good acceptance for small(SXF), intermediatee (IXF), and
largexg (LXF) respectively.

As a result, the E866 collaboration published the most peconeasurement of
the suppression factar in fixed-target hadroproduction ofy) mesons available to
date [Lei00], covering wide ranges g and pt. The target materials utilized in E866
were beryllium, iron, and tungsten. Faf ~ 0, the suppression parameteis larger,
I.e. the suppression is smaller than previously reporteB B2 and E789. The expla-
nation for this discrepancy is seen in the limiteg acceptances of these experiments,
which introduce large correction factors for smalldue to the correlation between the
Xg and pt acceptances.

3.5.3 HERA-B Commissioning Run 2000

Based on data taken during tHERA-B commissioning run in 2000, a feasibility study
of a Ju suppression measurement has been performed [Bru02b]. Fr@muhs in
which a carbon wire (Inner Il) and a titanium wire (Below |) wewperated simultane-
ously, approximately 1,800y — u*u~ decays and 2,500yl — ete~ decays were
reconstructed. The suppression parametenas determined following Eq. (1.3), i.e. by
measuring the ratios of\y yields, luminosities and efficiencies. The choice of target
materials results in a small ratio of atomic mass numbersh@mde in a small “lever
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Figure 3.14: Previous measurementsofas a function okg. (a) Early measurements. (b) Re-
cent results. The error bars indicate the statistical uncertainties andatieatja
sum of the statistical and the systematic uncertainties of the measured values.
A discussion of the experimental setups and the results can be found ixtthe te

arm” for the measurement af compared to measurements with one heavy material, for
example tungsten.

The luminosity ratio was determined from counting the nuraloé primary vertices
on the two wires. The result was cross-checked with two nith®he average response
of different subdetectors is proportional to the detecémponse for a single inelastic
interaction. Therefore, the number of interactions canxieaeted from the average
number of hits in the VDS, OTR, and RICH and the energy depositetia ECAL.
Assuming that the number of interactions follows a Poissetridution, the number of
interactions can also be obtained by counting the numbempfteevents.

At the time of the measurement, no realistic simulation éfefficiencies in the
HERA-B detector and trigger chain was available. However, deteutd trigger ef-
ficiencies were expected to cancel out if the ratios/ofylelds, luminosities and ef-
ficiencies are calculated, except for the different geoicetacceptance of the wires.
Therefore, the efficiency ratio was determined from the tgtanigrating tracks from
one wire to the other and evaluating the difference in thepience.

In the dimuon channel, a cleappJsignal could be observed by loose cuts on the
RICH likelihood of the muon tracks, the number of hits in the V& OTR and the
muon detector, the? probability of the dimuon vertex and the angle of the positiv
muon in the 4y rest frame. However, in the dielectron channel, either leatd on the
ratio of the ECAL energy and the track momentum or the recaostm of an additional
bremsstrahlung photon were required to obtain a visilglesignal.

The low number of @ recorded during the commissioning runs allowed only for a
measurement of integrated ovekr and pr. The results are compatible with no nu-
clear suppression in the accessible kinematic rangtE®A-B, but also with the high-
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precision measurement of E866, in which a small suppressiobserved [Bru02b]:

a(Jy — pu~) =1.0240.04(stat) +-0.02(syst)  for —0.105< x¢ < 0.017,
a(Jy — e"e”) =0.93+£0.07(stat) £0.02(syst)  for —0.056< xg < 0.032

The main systematic uncertainties of this result origirfieden the relative acceptance
of the two target wires (1.5%) and the luminosity ratio (1%).

3.6 Summary

NRQCD provides a well-founded theoretical framework for aidtons in the field of
charmonium production. However, several predictions of KIRQe.g. the universality
of the NRQCD matrix elements and the large transverse potemeaf charmonia,
remain to be tested experimentally. In addition to NRQCD, thélG&a valuable tool
for phenomenological calculations.

The domain of nuclear effects in charmonium productionaés/a complex pattern
of theoretical predictions and experimental results. M#rgoretical models distin-
guish between initial and final state effects. The absangticwuclear matter is usually
evaluated in the framework of the Glauber model. Other n®ded based on coher-
ent interactions between the beam proton and the targetumiclThe current status of
the models and the perspectivesHERA-B to test the models can be summarized as
follows.

e A comparison of previous experiments at different beamgrasishows that nuclear
effects scale witkxg rather than withx,. Therefore, the influence of nuclear parton
distribution functions on the nuclear suppression is smate kinematic range
covered byHERA-B allows for a further test ok, scaling by the comparison with
previous results from NA3 and E866.

e The effects of intrinsic charm and initial state energy lasgpredicted in [Gav92]
become important for the lardeg| regions which are inaccessibleH&RA-B. The
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initial state energy loss predicted by [Bai97] is disfavobgdthe measurements of
E866 and NASOHERA-B can provide additional constraints on this model.

e The large acceptance of tHERA-B spectrometer and the choice of one light and
one heavy target material allow a measurement of transwersgentum broadening
in HERA-B. The energy and material dependence of transverse momémoaad-
ening can be studied by comparing tHERA-B result with results from previous
experiments obtained at different beam energies and wiirent materials.

¢ Different theoretical models of the charmonium formationgess predict vastly
different values of the formation time of the pre-resonactstate. Independently
of this discrepancy, the predicted nuclear absorptiorcesfare small and require
a high-precision measurement of the absorptiorywf J(2S), and . states at the
same time.

e The BCKT model based on coherent proton-nucleus interacpogdicts a large
antiscreening effect for negative. With anxg coverage okr < —0.1, HERA-B
could discover first indications for antiscreening.

e The light-cone Green function approach is compelling irt ttsapredictions agree
well with the results of E866 without tuning phenomenoladjigarameters to fixed-
target data. Unfortunately, no predictions for negativare available aHERA-B
energies.

In summary, theHERA-B data allow to extend measurements of nuclear effects to
the previously unexplored kinematic rangexpf< —0.1 and to impose more stringent
constraints on several of the theoretical predictions.odohately, the limited size of
the HERA-B data set results in small significances for some measursimentvill be
discussed in Section 6.2.6.



listed. A discussion of the experimental setups and a discussion of thes ieesu be found in the text.

Table 3.4: Compilation of measurements of nuclear effects in the productioapahJoroton-nucleus collisions. For all measurements, the center-oft
mass energies, target materiags and pr ranges, the/ statistics and (if available) the average values of the suppression paransete

Experiment

Reference

Vs[GeV]

Min./Max.

Target Materials XE Max. pt Iy o
CERN NA3 [Bad83] 19.4 H, Pt Q02 0.95° 4.0GeV/c? 83,000 0.944-0.03°
FNAL E772 [Ald91] 38.8 D, C, Ca, Fe, W Ng 0.78 3.0GeV/c? 100,000 0920+£0.008
FNAL E789 [Kow94] 38.8 Be, Cu [} 0.95 50GeV/c 245000 a(xp)
FNAL E789 [Lei95] 38.8 Be,C, W -01 01 15GeV/c? 2,000 Q887
CERN NA38 [Abr98a] 29.1 C,Al, Cu, W —0.09 0.14° 5.0GeV/c? 49,000 0919+0.015
FNAL E866 [LeiOO] 38.8 Be, Fe, W -01 0.93 40GeV/c > 3,000000 a(xg, pr)
HERA-B (u*u~) [Bru02b] 41.6 C,Ti —0.105 Q017 50GeV/c 1,800 1024-0.04
HERA-B (e'e”)  [Bru02b] 41.6 C,Ti —0.056 Q032 50GeV/c 2,500 0934-0.07
CERN NA50 [Ale04] 29.1 Be, Al, Cu, Ag, W -0.1 01 50GeV/c? 3,600,000° 0.925+0.015

anumber estimated from publication
bderived from rapidity range fopr < 1GeV/c
for proton beam a{/s = 19.4 GeV

dweighted average of published values
®number not given in publication, compiled from [Sha01]

Arewwns 9'¢

€9






Chapter 4

Signal Extraction, Efficiencies,
and Differential Distributions

This chapter introduces two important parts of the measen¢of nuclear effects iy
production, i.e. measurements of thig yields and efficiencies of theERA-B detector
and trigger. The chapter commences with a discussion ofdleetson of “good” runs
for the analysis. The list of runs used in the analysis cosegronly runs which have
been recorded operating two target wires simultaneousyt,Xhe extraction of/ sig-
nals and measurements of the distribution/gfesons as a function of the kinematic
variables are described. Corrections for the detector s&eep and efficiencies based
on a Monte Carlo (MC) simulation are required to obtain theétrkinematic distribu-
tions of Jy mesons from these raw distributions. The chapter closésanitiscussion
of the differential distributions for/y production and a comparison of the results to
previous experiments.

4.1 Data Selection

The data sample analyzed for this thesis has been takenhgHERA-B detector dur-

ing a five-month data-taking period between October 2002Fatmiuary 2003. During
this time period, approximately 150 million events haverberorded using the dilep-
ton trigger. The selection ofyl candidate events in this data sample is described in this
section.

4.1.1 Run Selection and Data Quality Assessment

As afirst step, a list of runs is compiled, which contains aalys taken with the dilepton
trigger. For these runs, the quality of the data is checked caly “good” runs are used
in the analysis. The resulting list of runs is shown in Appgi@l

The quality of the data is evaluated in several steps. Treglatlity of a run is first
assessed by the shift crew, to exclude runs with known pnoblie the subdetectors
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or in the data acquisition (DAQ) system. During the run, imi@ot control parameters
are continuously monitored by the data quality (DQ) systerthe HERA-B DAQ and
checked by the shift crew on a regular basis. The parametesaged every 30 minutes
in the form of ROOT histograms, and a collection of histogsasontaining the most
important control parameters is compared with a refereatefsistograms at the end
of each run [B&03]. The control parameters include

e occupancies of the subdetectors and the trigger compotemndentify defective
readout channels,

e the number of hits in the subdetectors as a function of thelenossing number
and hit correlations between different subdetectors takck®eir synchronization,

e figures of merit of the vertexing and the tracking perforngrwoth subdetector-
specific and for the global track reconstruction, and

e invariant mass distributions ofyl, K, A, A, andr® to monitor the particle yields
and their time evolution.

The data quality summary is saved in the DQ database togeitethe most important
DAQ parameters and can be accessed via a WWW-interfaseOyl (WWW: World
Wide Web). In a second step, the persons responsible foruthdetector DQ evalu-
ate the subdetector performance on the basis of additiooaitaning information and
enter their DQ assessments into the DQ database. After ghegs, runs with “bad”
DQ assessment by the shift crew or severe subsystem probkenexcluded from the
analysis.

The DQ of the muon detector was re-evaluated based on thedegt®Q informa-
tion in [SipO4a]. The occupancies of all chambers of the mdetector were scanned
for “hot” readout channels, which were not masked duringdaa-taking. In a Monte
Carlo (MC) simulation, additional hits were artificially adtléo some of the muon
chambers. Adding hits at the observed level of hot chanmsslted in a negligible
influence on the number and the quality of reconstructed swudiherefore, no addi-
tional runs were excluded due to hot channels in the muorctbeteHowever, several
runs were deleted from the run list due to wrong trigger sg#tior problems with the
threshold settings of the ASDS8 chip in the muon detectoraatdA small fraction of
runs revealed a mis-synchronization of two front-end ds(&ED) in the pad systems
of MU3 and MU4. Due to the coincidence scheme of the muon iggsr, the trigger
rate in the detector area covered by these FEDs was decreatellevel of random
coincidences. Runs showing this “missing quadrant” protdeentreated separately in
the comparison of data with the MC simulation.

4.1.2 Data Reprocessing

A variable fraction of the events in a run were already rettocged online during the
data-taking. The remaining events were reconstructedringsgwithout usable beam,
using the same calibration constants as in the online d&tag. The calibration con-
stants include calibration and alignment of the subdetecémd masks for problematic
readout channels. The quality of the reconstructed data éeumproved by additional
offline corrections, based on better knowledge of the deteand reconstruction per-
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Table 4.1: Classification of dimuon candidate events. The criteria applied to trackseaticks
are explained in the text. An event class contains all selection criteria frem th
previous class, and further criteria are added.

ARTE Event Class Bit Comment

ECLASS_DI MUON 19 atleast two muon candidates (standard cuts, see Table 4.2)
ECLASS_JPSI MM 2 additionally: vertex profx?, ngor) > 10~°, massM < 20 GeV/c?
ECLASS JPSI MVH 24 additionally: vertex invariant mass > 2.3 GeV/c?

formance. In two reprocessing efforts, the entire data setne-reconstructed with an
updated version of the reconstruction software and refidiiration constants. The
most important improvements include

e more realistic hit preparation and run-by-run alignmenthefVDS,
e new alignments of the target wires and the OTR,
e new track matching and clone removal procedures,

e an optimized track refit which includes the removal of “ocerts”, i.e. hits with large
contributions to thec? of the track refit.

4.1.3 Selection of J/ ¢ Candidate Events

After a brief overview of the framework in which the data ass# is performed, the
procedure of selectingyi candidate events is described in this section. In runs &edep
for the analysis, candidate events are selected using diffeeent classes of selection
criteria. As afirst step, a selection based on global pragseof the events is performed.
The second selection step comprises cuts on the propeftiasian tracks, since/p
mesons are reconstructed by their decays into muon pairs.piidperties of vertices
formed by combinations of the muon tracks serve as a thirdfselection criteria. Note
that most of the criteria are standard cuts used in all dinanalyses withitHERA-B.

Events are selected according to the standard cuts alreaohgdhe reprocessing.
The events are flagged with a combination of event classtitdtits to facilitate the
access to subsamples of events. The event classificatiemgalsed for dimuon events
is shown in Table 4/1. For certain analyses, further speeidicuts are added.

Analysis Framework

For the analysis presented in this thesis, data are préseélesing ARTE [ARTO03],
the standard analysis frameworkHERA-B. The events are provided in two different
formats: The DST format (DST: Data Summary Tape) contairtb bee raw detector
data and the full result of the reconstruction. The typicz¢ ©f a dilepton-triggered
eventin the DST format amounts to 135—-150kB. In the mini-D&mat (MINI), most
of the raw data and intermediate results of the hit preparaind track reconstruction
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are omitted. Thus, the event size is reduced to approxign&@+40kB. The MINI
format contains all information needed for this analysisergfore, the analysis is based
on events in the MINI format. The events are accessed via aatalogue from which
the events are selected by their run numbers and their elassiftcation bits.

To become independent of the large ARTE framework, whicleddp on many ex-
ternal software packages and databases, the informatjoired for the analysis is ex-
tracted to am-tuple in theT Tr ee format provided by the ROOT package [Bru97]. The
definition of then-tuple structure, together with rules to fill tlmetuple and additional
control histograms are given in the XML format (XML: Exteb® Markup Language).
The C++ code to create and fill tmetuple is generated automatically from the XML
definitions.

The analysis of tha-tuple is performed in a stand-alone program, which uses ele
ments of the ROOT analysis framework. For fits to kinematstriiutions, the corre-
sponding ROOT functions are used, which internally utih@@imization routines from
the MINUIT package [Jam75]. Unbinned and binned maximureliiiood (ML) fits
are performed by employing the RooFit package [Ver04]. RowF# C++ class li-
brary for data-modelling based on ROOT, which has been dpeédl within theBABAR
collaboration.

Event-based Selection Cuts

Events with large multiplicities are rejected in the remssing. High-multiplicity
events contain several superimposed interactions, and ohdsem are triggered by
random combinations of muon candidates. In addition, tregpnstruction is time-
consuming, and the events are rather difficult to analyzeer&ibre, an event is only
reconstructed if the hit multiplicity in the OTR does not egd 13,000 hits. The frac-
tion of events rejected by the cut on the number of OTR hitbtaioed from the DAQ
database: For the runs in which high-multiplicity eventgevalready rejected by the
RICH multiplicity veto, approximately 2—5% of the events aigcdrded. The rejection
factor is increased to approximately 10—15% in runs takehomt the RICH multiplic-
ity veto.

An additional event-based cut is required if the data is caneg to the MC simu-
lation of theHERA-B trigger chain: Instead of using a bit-level simulation of thirst
Level Trigger (FLT), the FLT efficiency is parametrized iretsimulation. The effi-
ciency can only be measured in events in which one of the Sidk#ris matched with
a FLT track. A FLT and a SLT track are matched if their distaAces less than 2cm
(see Eq./(A.16)). Events without an FLT-SLT match are nosm®red in the analysis.
By using this cut on all dimuon events with the classificatian#24, the number of
reconstructed/lp is reduced by approximately 6.0%. If only two-wire runs anesid-
ered, the reduction amounts to approximately 5.2%. A motaildd description of the
HERA-B trigger simulation and the treatment of the FLT efficienagréin can be found
in Appendix A.
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Table 4.2: Selection criteria for muon candidates. The cut values correspond tioqpdsed on
the elements of the ARTE table RTRA or quantities derived from RTRA elements.
The first group of cuts are standard cuts already used in the evesificitson. The
second group comprises additional cuts specific for this analysis.

Criterion Cut Value

Standard Cuts  Track is “long” track fit ==0
Track belongs to clone-free subset cnp & Rsegc::clonerm
Track produced hits in VDS hsi > 5

Track produced hits in main tracker hin + hou > 9
Track produced hits in muon detectohrmu > 4

Momentum of particle 5 Ge;(: < p<460GeV/c
Muon likelihood of track lmu > 0.01
Additional Cuts  x? probability of track refit probx?, ngof) > 0.003

Transverse momentum of particle  pr > 0.7GeV/c

Track-based Selection Cuts

If an event passes the event-based selection, it is scabnasubn candidates. Muon
tracks are selected according to the following criteria (Eable 4.2 for a summary).

¢ Inthe clone removal procedure, the best track out of a listaaks with very similar
parameters is flagged. The figure of merit to evaluate th& tyaality is a combina-
tion of the numbers of hits in several subdetectors. A tracssigned a very large
value of the figure of merit and hence kept in most cases ifbuit from a VDS
segment linked to exactly one segment in the PC area of the[@[ER1, Ple03].

e The track is required to be reconstructed from a minimum remobfive hits in the
VDS, nine hits in the main tracker, and four hits in the muotedw®r.

e The momentum must be in the range of 5—460 GgWhere the lower cut reflects
the momentum cutoff due the muon absorber, and the uppesmmuves tracks with
momenta larger than half the beam energy, which are likelyetevrongly recon-
structed. Note that the nominal lower limit for the track mertum was 4 GeYt.
However, hits in the muon detector are only reconstructetréacks with momenta
larger than 5 GeYc.

e A very low cut on the muon likelihood of the track of 0.01 is ioged to select
tracks which could be matched to hits in the muon detector.

In addition to these standard selection criteria, two frrttuts have been applied
in the analysis. The transverse momenta of the tracks arereelqto be larger than
0.7 GeV/c. This cut is motivated by the intrinsic transverse momentutoff of the
trigger chain. An additional cut on the? probability of the track refit results in a lower
fraction of fake tracks and tracks from decays in flight ofq@i@nd kaons, which show
a smallery? probability because of the “kink” in the particle trajectatue to the decay.
The cut value chosen in this analysis has been shown to redaceumber of back-



Signal Extraction, Efficiencies, and Differential Dibtrtions

I

g ) T T T T T T T T T T T

o 10 E

@ F £

o L

2 Tﬁ s | L

X L =

@ ° & o

510 © S s -
: S o . _
; 2 Al S 4 ?\ o |8 Figure 4.1: Influence of the track
i A \QC’, %%g selection cuts on the number of

1K TEw2x Ve E0 g tracks per events. Each cut is first
S 11 3 Al + Al % :?O' 52 applied separately, then all cuts are
;; ~EgZEO E S g:ﬁ% combined by a logical AND. The
Y— — O . .

B i figure is based on 100,000 events

(@]
c
=

from run #20505.

ground events in the data by 36% in the mass range in which 95 signal is found.
At the same time, the reduction of th&Jignal is comparable within 3% between the
data and the MC simulation. In addition, by using the cut anxth probability of the
tracks, a better agreement between the kinematic distisitn the data and the MC
simulation is achieved [SpiO4c].

The reduction of the number of tracks per event by these sillsstrated in Fig. 4.1,
which is based on 100,000 events from run #20505, taken Wwé&hwire combination
1112. After all standard cuts, on average 0.62 muon tracldickates per event remain.
The additional cuts reduce this number to 0.29.

The efficiency of the cuts on reconstructed muons frapdécays is evaluated based
on 100,000 reconstructed MC events for the wire combindti¢ihin which the Jy is
produced on the wire Inner 1 and 100,000 events using thelwmer 11. The cut efficien-
cies for Ju from both wires agree within less than 1%. In order to link @orestructed
track to a “true” track from the MC generator, the tracks amahed by the “70%-
criterion”: A reconstructed track is matched to a true trdakore than 70% of the
hits from which the track is reconstructed are matched te kits, and a maximum of
four non-matched hits is tolerated [Hul02]. Due to the wrasgignment of MC hits
to tracks in the track reconstruction, this criterion urd#mates the total number of
reconstructed tracks. However, the relative change in tineber of tracks by applying
the selection cuts is expected to be well-reproduced. Otheofeconstructed muons
from Jy decays, 63% satisfy the standard selection criteria. TH#iadal cuts reduce
this number to 60%. Note however that the clone removal cutdependent of the
70%-criterion and may remove a track which is matched toatnack. The fraction of
tracks remaining after solely applying the clone removakcaounts to 75%.

Vertex-based Selection Cuts

The selection criteria for vertices are summarized in Tal8e Each oppositely charged
combination of muon candidates in an event is fitted to a tvamg vertex. The vertex
fit is performed by a Kalman filter algorithm provided by theo@er package (Grover:
Generic Reconstruction of Vertices) [Abt04a]. A vertex iseuted if they? probability

of the vertex fit is larger than 18. To reduce the large number of track pairs with low
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Table 4.3: Selection criteria for dimuon vertices. The cut values correspond to cutssignp
on the result of a two-prong vertex fit using Grover.

Criterion Cut Value
Unlike-sign combination of tracks Track chard@s= —Q1
x2 probability of vertex fit probx?, ngof) > 107°
Dimuon invariant mass 3GeV/c? <M < 20GeV/c?
c
[}) F T T T T 9
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2 | 7 Figure 4.2: Influence of the vertex
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o = v selection cuts on the number of ver-
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0 Lo I T figure is based on 100,000 events
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invariant masses which are not used in the analysis, onticesrwith invariant masses

in the range of 3—20 GeV/¢? are accepted. In approximately 3% of the events, more
than one vertex passes the selection criteria. Since teeme unique way to select
the “best” vertex in an event, all vertices are kept. The erfkee of the vertex-based
cuts on the number of vertices per event is shown in Fig 4.2erAfpplying all cuts,
0.017 vertices per event are found on average. Applying #énex-based criteria on
successfully reconstructed muon pairs from the decaysiahxhe MC simulation by
employing the “70%-criterion”, the number of vertices idueed by only 15—16%.

Fiducial Volume Cuts

Areas of theHERA-B detector are excluded from the analysis, if the efficiencfabe
subdetectors or parts of the trigger chain are not wellilesd by the MC simulation.
A muon track from a @ candidate event is removed if a straight-line extrapotatid
the track from its endpoint to theposition of the affected superlayers crossesxyze
position of one of the excluded areas. The fiducial cuts edphi this analysis originate
from three sources, as summarized in Table 4.4.

e Since the Inner Tracker (ITR) was not used in the trigger, timel acceptance of
the HERA-B detector for dimuon events is limited by the inner edges efGuter
Tracker (OTR). In the innermost region, projections of muacks from Ap decays
to the superlayers of the OTR show different inner accegtadges in data and MC,
as exemplified in Fig. 4/3. Due to the large effort that wouddenbeen required to
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Figure 4.3: Fiducial cuts in the OTR superlayer PC1. Muon tracks frggncindidates which
could be fitted to a vertex with an invariant mass in the range®#32 GeV/c?
are extrapolated to theposition of PC1. The data points are taken from all runs
with the wire combination 1112 in November 2002, and the histograms show the
corresponding results from the MC simulation, scaled to the integral of tize da
(a) x-positions of all tracks in the range 0fpci| < 10cm. (b)y-positions of all
tracks in the range dkpci| < 10cm. The cut values are indicated by the arrows.

improve the MC description of the OTR, a cut|gf > 19.9cm and]y| > 20.25cm
at thez-position of the OTR superlayer PC1 is placed instead. Thertayer PC1
is chosen because it has the largest influence on the inneptacce of the OTR.

e Comparisons of the muon pretrigger messages found in thevddtamessages
generated by the muon pretrigger simulation MUPRESIM opérain the same
data show that the response of the first circle of muon pacdtieteells around
the proton beam pipe is systematically underestimatedeisithulation. Therefore,
tracks crossing the area of these pads in the superlayer YéJ&xaluded from the
analysis.

¢ Inall superlayers of the muon detector, the area above éaéreh beam pipe is cov-
ered by a special chamber, the so-called “chamber 99”. THamber was unstable
during the entire data-taking period. Therefore, trackssing the area covered by
this chamber in the superlayer MU3 are rejected.

4.2 Extraction of J/ @ Signals

4.2.1 Determination of the J/  Yield

Throughout this thesis, the number gfdnesons in a given kinematic range is deter-
mined by a maximum likelihood fit to the invariant mass speatof all Jy candidates

in this range. In order to obtain a precise measure of the puwi}y, the functional
form used to describe the shape of the invariant mass spectiust reflect the most
important features of the measured spectrum.
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Table 4.4: List of fiducial volume cuts. The endpoints of muon tracks frgincandidates are
extrapolated to a given superlayer, and a rectangular cut orytpesition of the
track is performed.

Superlayer z[cm] Cutin x [cm] Cutiny [cm] Reason
PC1 705 ¢ [-19.9;199] ¢ [—20.25;2025 OTR edge
MU3 1888 ¢ [-52.4;524] ¢ [—45.80;4580 first circle of pads
MU3 1888 ¢ [39.3;655] ¢ [—117.00;510] muon chamber 99

Core of J/ g Signal

Since the mass resolution of tiHERA-B detector at the/h mass of approximately
30 MeV/c? is much larger than the total decay width of the af 91 keV/c? [Eid04],
the core of the /b signal is described by a Gaussian function:

(M —p)?
M;u,o) dexp|————=—|. 4.1
(M) Dexp |~ 4 @)
Here, the independent variable is the invariant Msg ando are the mean value and
the width of the Gaussian function.

Non-Gaussian Tails

As a result of multiple scattering in theéERA-B detector material, the momentum
resolution of muon tracks shows non-Gaussian tails. Sineartomentum resolution
enters directly into the invariant mass resolution, no&3éan tails are also visible in
the invariant mass spectrum. To model these tails, two iaddit Gaussian functions
andsz with the same mean valyebut larger widths are added to the original Gaussian
shape of Eq. (4.1).

The widths ofs, ands; are obtained by separating the multiple scattering fractio
of o from the other contributionss? = gp? + ous®. A value of oys = 22 MeV/c? is
determined from a MC simulation. The widths are then giverfy= 0p? + (ZGMs)Z
andos? = gp? + (70M5)2. The contributions o, andsz to the signalC, andCs, are
determined from a MC simulation and fixed in the fit functiorhelvalues used in the
analysis ar€, = 0.239 andC3 = 0.030. The full signal shape is then given by [SpiO4b]

MC(M; 1, 0) O(1—Cp — C3) exp{—M]

202
(M — )2

5072 } +Cs exp{—M} . (4.2)

+Coexp [— 2032

The invariant mass distribution oflin the MC simulation is well-described using the
non-Gaussian tails. On the other hand, at the expense of @ coonplicated signal
shape, the improvement of the signal description in rea degults in a slightly better
x2 value of the mass fit [Spi04b]. Therefore, the signal shapgeqf(4.2) is used only
for fits to the invariant mass spectrum in the MC simulation.
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Radiative Tail

In the data, the invariant mass spectrum shows a featurdwhimt taken into account
in the MC simulation, an asymmetry in the shape of thiesignal. This asymmetry is
caused by the radiative decagpJ— putu~y. For a Jy decaying into this final state,
theu™u~ system carries only a fraction of th&p¥our-momentum, hence its invariant
mass is smaller than théwmass, resulting in a radiative tail towards lower invariant
masses. The additional photon is not reconstructed.

A parametrization of the invariant mass distribution inthg the radiative tail is
derived in [SpiO4a]. To avoid divergent contributions frelsry small photon energies,
a cutoff for the minimum photon energy of 10 MeV is introducedhe differential
cross section @/dM of this process calculated in quantum electrodynamics ésl us
to fix the shape of the radiative tail and the fraction of egasuntained in the tail of
approximately 4.5%, stable over a range of photon energyffsutf 10-3—10° MeV.
To take into account resolution effects, a convolution ef¢hoss section function with
the Gaussian signal function has been performed numeriaad is parametrized by a
10th order polynomial function(M). See [SpiO4a] for the explicit form afM). The
combined signal function used for fits to the real-data spettsiP(M; u; o), reads:

SP(M; i, 0) = 5o(M; 1, 0) +1(M). (4.3)

Combinatorial Background

The main background in the dimuon spectrum arises from coatioins of muons from
decays in flight of pions and kaons. Additional small conttibns result from semi-
leptonic decays of ¢ and b quarks and the Drell-Yan processce3he number of
random combinations available decreases approximatelyrentially with the invari-
ant mass, an exponential function is chosen to describeablegbound below the/J
signal,

b(M;a) = exp—aM|. (4.4)

The exponential model for the background is checked with adifdiilation: Random
momenta and transverse momenta for two particles are dreganding to distributions
similar to the observed momentum distributions. Indepahdgthe exact choice of the
shape of the distributions, the local shape of the invarnzags spectrum of the two par-
ticles in the range of 3—35GeV/c? is described well by an exponential distribution.
Since the amount of background events and the shape of tagantmass distri-
bution influences the invariant mass fits, it is desirablextoaet the number of/ in
the MC simulation under similar background conditions athendata. The probability
for pions with momenta of 10 Ge\ to decay before thelERA-B calorimeter (13 m
downstream of the target) and hence to contribute to the c@tdrial background is ap-
proximately 2%. However, the rate at which minimum-biagiattions are produced is
larger than the/lb production rate by six orders of magnitude. Therefore, ta@hthe
combinatorial background in the MC simulation, approxietyatl0,000 inelastic MC
events would be required for eagly&vent, corresponding to approximately 5000 CPU
years for a sample of £0)/y on a standard PC. As a less time-consuming alternative
to this approach, the background is added to the invariassrdstribution separately.
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The numbe\, of background events and the slop®f the background distribution
are extracted from fits to the real data and scaled to the nuaflveconstructed/ in
the MC simulation. A random sample bk, values for the invariant mass distributed
according to the shape of the background is generated ardl a0dhe MC events.

Fitting Procedure

The combination of the signal and the background shapegieimented in an extended
ML fit. The fit function reads

NsSRP(M; u,0) +Npb(M;a) for real data,
NssSV©(M; u,0) +Npb(M;a) for MC simulation.

The free parameters in this fit are the number of signal evdgnthe number of back-
ground events, in the fit range, the magsand the widtho of the Jw, and the slopa

of the background function. A low number of events in somes loifithe kinematic dis-
tributions leads to unstable fits if all parameters are kefef Systematic studies of the
influence of fixing the @ mass and width on the analysis are discussed in Section 6.1.4
The mass range of the fit include$eV/c?> < M < 3.5GeV/c?. The fit is performed
as an unbinned ML fit if the number of events in the fit range iallenthan 1,000. Oth-
erwise, a binned ML fit is performed which saves computingetand leads to identical
results in the limit of large samples. The bin width utilizechistograms of invariant
mass distributions throughout this analysis is 25 M€/ Binned ML fits to the full Ay
data sample and to MC-simulated data for the wire combindtitihfor the calibration
period of November 2002 using the fit functions of Eq. (4.%) aresented in Fig. 4.4.

f(M)NS, Nb)l-l?U?a) = { (45)

4.2.2 J/IP Kinematic Distributions

To study the influence of the/yl kinematics on the production process, thig are
separated into intervals of the following kinematic vakesh Feynman¢ (xg), trans-
verse momentumyf), rapidity (), polar angle of the outgoing positively charged muon
(cosbgy), and azimuthal angle of the outgoing positively chargeddmigsj). The ra-
pidity distribution is evaluated as a cross-check of xheesults, since by measuring
the rapidity, the kinematic region af ~ 0 can be resolved better. The subscript “GJ”
of the angular variables indicates the choice of the refexdérame for the evaluation of
cos6 andg, the Gottfried-Jackson frame [Got64]. The exact defingiofithe kinematic
variables and the Gottfried-Jackson frame are explainéghpendix B.

4.2.3 Wire Configurations and Wire Assignment

The dilepton-triggered data sample recorded during th/2003 data-taking period
consists of runs with different single- and double-wirgy&rconfigurations. Table 4.5
shows the number of runs and events recorded with differeetaonfigurations along
with the number of reconstructedlin the respective data samples. For the measure-
ment of the nuclear dependence g production, only the two-wire runs are consid-
ered. A detailed list of all two-wire runs used in the anaysan be found in Ap-
pendix C.
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Figure 4.4: Fits to the invariant mass spectra in the data and in the MC simulation. (a) Fit to
the full Jy — p*u~ data set, selected by the event classification bit #24. (b) Fit
to MC-simulated data for the wire combination 1112 in the calibration period of
November 2002 (see Section 4.3). The figure shows the invariant mastswsp
in the MC simulation before adding background events. The solid curpessent
the full fit result while the dashed curves show the signal shape only.

To measure the influence of the nuclear medium/grpdoduction, Ay mesons pro-
duced on target wires of different materials have to be s¢pdr Different assignment
criteria are used for wire combinations from the same tastgiton and from different
stations. If the two target wires are located in differengéd stations, the separation of
the two stations in the-direction of approximately 4 cm is much larger than theesert
resolution of 75m. Therefore, a cut on the difference of thpositions of the wire
and the vertex ofAz| < 300um is used. The-position of the wire is determined from
the average-position of all dimuon vertices in the calibration peri@torded with the
same target wire combination. The function used to appraterthe distribution of ver-
tices is the sum of two Gaussian functions with the same mekleyvThe mean value
obtained from the fit is used as the wire position.

For target configurations with two wires from the same tasg&tion, the wire sep-
aration in thez-direction amounts to approximately 5 mm. Therefore, aeddht wire
assignment method is used, based on a cut on the impact garamkthe tracks to the
wires. In the Grover package, a function is provided to dateuthe two-dimensional
impact parameter of a track with respect to a target wire e4hosition of the wire.
The x? distance of the track and the wire is calculated by normadithe square of the
impact parameted?, to the quadratic sum of the tracking uncertainties and thee-
ter of the target wireg?. The Ju is assigned to the wire for which the sum of tq@
distances of the two muons and thig & the smallest [Gia04]:

IJ+
2 2 2 2"
o Oy+ Oy~ Oy

2 d? di? dy?
d 4 (4.6)



4.3 Monte Carlo Simulation 77

Table 4.5: Run statistics for different wire configurations. The number/ofis obtained from
a binned ML fit to the invariant mass spectrum of dlp £andidates selected by
the event classification bit #24. Several runs with non-satisfactorycieiity are
excluded from the list of analyzed two-wire runs with carbon and tungargets.

Wire Configuration # Runs # Events # I
Inner | 5 1477785 1163+48
Below | 50 10594188 111324135
Inner Il 55 20743719 32306+238
Outer Il 5 6259085 4284+ 97
Below Il 9 5,899127 9369+133
Inner | / Below | (11B1) 33 22430992 17948+181
Inner I/ Inner 11 (1112) 44 16764315 19436+186
Below I / Inner Il (B112) 16 10059122 203731181
Below | / Outer Il (B102) 66 41560860 44439+ 281
Below I / Below Il (B1B2) 24 13758395 10220+ 136
Inner 11/ Below 11 (12B2) 5 590269 440+ 27
Analyzed C-W Combinations 155 89551141 87108+396
Total 312 150137857 171193+551

The probability to assign gyl to the wrong target wire has been estimated using
MC simulations for the wire combinations 11B1 and 1112. Fotlbselection methods,
more than 99% of the reconstructed &re assigned to the correct wire and less than
0.1% are assigned to the other active wire. The remainirggiéraof Jy is assigned to
other wires.

Examples for the discriminating power of both wire assigntmaethods for real
data are presented in Fig. 4.5. While no events are rejectétely? distance cut, 8.7%
of all events are rejected by the cut @xe|. However, within the statistical uncertain-
ties, the total number of\J) reconstructed on the two wires is the same as the number
obtained from a joint fit without théAz| cut. Hence, in both methods, no significant
signal loss is observed. For tlyé distance method, the good wire separation at small
distances between the wires is obtained at the expenseigh#yshigher contamination
by background events.

4.3 Monte Carlo Simulation

For the analysis presented in this thesis, a detailed MClatoo is used to correct the
“raw” detector data for the acceptances and efficiencieefietector and the trigger.
Details on the implementation of the MC simulation chain bariound in Appendix A.
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Figure 4.5: lllustration of wire separation methods. (@&jlistribution of dimuon vertices in
all runs taken with the wire combination 1112. The wire separation cuts aie ind
cated by arrows. (lg-projections of vertices assigned to the wire Below | (peak at
Z~ —1.1cm) and Inner | (peak &~ —0.55 cm) for the wire combination 11B1.
(c) 11B1: xy-projection of vertices assigned to the wire Below I. (d) 11Bdy-
projection of vertices assigned to the wire Inner I. The vertices arelglsepa-
rated. The variations of the beam position for different HERA fills areotld by
several bands in they-projections of vertices. All events are selected according to
event classification bit # 24.
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4.3.1 Calibration Periods and Monte Carlo Event Statistics

In order to reflect the changing conditions of tHERA-B detector during the data-
taking between October 2002 and February 2003, the runge@s divided into cal-
ibration periods with similar detector and trigger perfames. The definition of the
calibration periods is shown in Table 4.6. Maintenance worthe detector and trig-
ger systems took place during the monthly access days toetieetdr. Therefore, the
calibration periods cover the time intervals between tweeas days. In addition, two
special calibration periods were artificially created: peeiod of January 2003 is split
into two parts due to an improvement of the muon pretriggeickviwvas carried out
between two access days. Runs showing the “missing quadrablem” (see Sec-
tion/4.1) were distributed over several calibration pesiddowever, most of these runs
were recorded during November 7-13, 2002 (see the run igppendix C). Therefore,
the MC conditions for this period are the same as those foehder 2002, except for
the reduced muon pretrigger efficiencies in the detecta affected by the “missing
quadrant” problem.

The detector conditions used in the MC simulation are obthioy averaging the
conditions in all runs during a calibration period. The dxaeeraging procedure is
different for different subdetectors. As an example, theeiaeination of average cali-
bration constants in the muon detector is discussed in@eAti3.1.

MC events were generated both at the PC farms of the Secored Tegger (SLT)
and the Fourth Level Trigger (4LT) at DESY and at externdiiintes. Approximately
20% of the MC events which contain the decay 3- u™u~ were generated using the
PC cluster of the “Experimentelle Teilchenphysik” grouptleg University of Siegen.
The event reconstruction and trigger simulation requiresge variety of external soft-
ware and databases; therefore it is performed at DESY only.

In order to cover all important two-wire configurations arldcalibration periods
with MC events, sets of 1-2 million events per wire were reconstructed with 12 dif-
ferent configurations. The/yl signal was simulated in separate MC data sets for the
two wires. Before the reconstruction, the events were mixiga welastic interactions
on both wires simultaneously. The track multiplicity iwJlvents is reproduced if the
number of mixed inelastic events on each wire follows a Pwoig#istribution with a
mean value of 0.5. The number of MC events generated andseaoted for each of
the calibration periods is shown in Table 4.7. Out the 40iamllevents passed to the
trigger simulation and reconstruction, only about 250,0@0candidates could be re-
constructed. This is due to the low total efficiency of theedtdr and trigger simulation
of less than 1% (see Section 4.3.3). The average number afistacted 4 in the
MC simulation per reconstructedydin the data is 2.5. The actual ratio varies due to
changes in the detector efficiencies between the differ@itiration periods. The size
of the MC sample ensures that the statistical uncertaidtieso the MC simulation are
smaller than the uncertainties from the data. However, thgsscal error of the MC
simulation cannot be entirely neglected.
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Table 4.6: Definition of calibration periods during the 2002/2003 data-taking. Thenum-
bers correspond to the first and last runs within a calibration period takbrthe

dilepton trigger.

Period Start End First Run Last Run

October 2002 2002-10-02 2002-11-05 19890 20242
November 2002 2002-11-07 2002-12-03 20333 20593
December 2002 2002-12-07 2002-12-20 20612 20763
January 2003 (1) 2003-01-07 2003-01-20 20826 20924
January 2003 (Il) 2003-01-21 2003-02-05 20926 21104
February 2003 2003-02-08 2003-03-01 21122 21304

“Missing Quadrant” several runs from different periods

4.3.2 Reweighting of Kinematic Distributions

The differential distributions of/lh obtained from the PTHIA event generator do not
agree well with the distributions measuredHERA-B and in previous experiments.
Especially thepr spectrum is distorted by a loywr cutoff of 1 GeV/c to regularize the
parton-level cross sections. Therefore, event weigtits, pr) are required to adjust the
xg and pt spectra. An early version of these weights, adjusted tonpeirézations of
the spectra measured in the E789 experiment, is discus§r@®9]. The comparison
of the weights to thélERA-B data taken in 2002/2003 showed two shortcomings of the
reweighting: The parametrization of tke shape used by E789 [Sch95],
B 0 (1= ),
is non-differentiable axr = 0 and does not describe the theoretical predictions by the
color evaporation model (CEM) and nonrelativistic QCD (NRQCEpidted in Fig. 3.4.
In addition, thept shape depends on the wire material. Therefore, a new setighise
has been introduced, based on fhespectra measured IHERA-B and thexg spectrum
predicted by NRQCD. The resulting shape is parametrized by [Kol04]:

4.7)

2
dN 0 f(xr;%1,C) exp[—%} for |xg| < xq,

B D X2 1 X2 with f(Xg; x1,C) =

(4.8)
ALl—|xe)C  for |xg| > x1.

The values of the parametefs C, Xp, andx; are documented in Section A.1.1. The
following parametrization of the material-dependeftshape is employed:

dN

2 _6
e 14 (pT> ] with po = {2.9 GeV/c for carbon targets, (4.9)

E 3.1GeV/c for tungsten targets.

A comparison of the reweighteg and pt spectra with the original spectra generated by
PYTHIA is shown in Figl 4.6. The figure is based on 100,000 MC eventergéed for
the carbon wire Inner Il. The calculation of the MC weightdégailed in Section A.1.1.
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Table 4.7: Summary of Monte Carlo simulated events. For every wire combination and cal-
ibration period, the number of MC events and the number/@ffdr both wires
are shown. The number ofylis determined by a fit to the invariant mass spec-
trum of muon pairs. /I candidates are selected by the event classification bit #24.
Events with Ap candidates which pass the trigger simulation are weighted with the
efficiency of the FLT and the kinematic weight.

Wire Comb. Period Events Wire1l EventsWire2 JiWirel J/p Wire 2
11B1 October 2002 576248 2523459 11542 11793
Nov 2002 1013629 1007,788 5186 8833
“Missing Quadrant” 1504104 1513178 6703 4451
1112 October 2002 1542044 1645078 7567 8083
November 2002 542795 1646144 8506 8930
December 2002 543649 1647927 9593 10223
B102 January 2003 (1) ,B22894 1278141 10826 7,703
January 2003 (Il) 2625646 2547446 20814 16019
February 2003 1020561 1026728 7318 5670
B1I2 January 2003 (I1) 220302 2243943 18478 18810
B1B2 October 2002 509294 1498243 8308 6671
February 2003 223271 2047124 15493 13083
Sum 20244437 20625199 130334 120269

4.3.3 Trigger Simulation

In order to determine the effects of the dilepton triggericioa the Ju signal, a detailed
trigger simulation is required. The simulation chain coisgs bit-level simulations of
the pretrigger systems and the SLT, and the FLT efficiency. midge FLT efficiency
map is a parametrization of the FLT efficiency relative to $id efficiency. A sketch
of the trigger simulation chain is given in Fig. 4.7. The aidg of the FLT and the
SLT are exchanged in the simulation, which is justified byfttot that the triggers work
independently in the 1 FLT /2 SETtrigger mode, and that the final trigger decision is a
logical AND of the FLT and the SLT decisions.

The efficiencies of the single steps of the trigger simuigtice. the fractions of
events remaining after every step of the trigger chain, lasstiated in Fig 4.8. The
figure is based on approximately 3,000,000 events generatedMC simulation for
the wire combination [112 in the calibration period of Noveen 2002. The number
of events is first reduced by the geometrical acceptanceeofi¢ttector for the decay
of a Jy into an muon pair. An event is geometrically accepted if twoom tracks
cross the muon detector superlayers MU3 and MU4. The mudrigger efficiency is
the efficiency to find at least two muon pretrigger messagesiievent. The overall
efficiency is further reduced by the SLT algorithm, sepatat¢éo the muon tracking,
the Slicer and Refit algorithms and the propagation of tracks ghrough the magnet
and the VDS to a common vertex. After the SLT algorithm, th& EHiciency map is
applied to the event. The overall efficiency, averaged owetigges generated on both
wires amounts to approximately 0.9%.
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Figure 4.6: Comparison of the PrHiA-generated kinematic distributions (histograms) and
reweighted distributions (data points). &) distributions. (b)pr distributions.
The figures are based on 100,000 MC events generated on the carbdnner 1.

4.3.4 Detector Resolutions in the Kinematic Variables

The finite resolution of th&lERA-B detector for measuring the four-momenta of par-
ticles results in finite resolutions of the kinematic valesbderived from these four-
momenta. The data is represented in intervals of the kinematiables (“bins”). In
order to minimize fluctuations between the intervals, bresimuch larger than the
resolution in the corresponding kinematic variable areireql.

The resolution of the detector is mainly determined by rplétscattering, i.e. it de-
pends on the amount of material through which the partickt in the detector. Since
the detector description in the MC simulation is unchangest the entire data-taking
period with respect to the material budget, it is sufficienstudy resolution effects in
a single calibration period. The wire combination [112 fréne November 2002 pe-
riod has been chosen for the study. Approximately 3,000@ferated MC events
are passed through the detector and trigger simulationryEexeent is weighted with
the kinematic weight and the FLT efficiency. In the recondian, the same cuts are
applied as for events from the real data. After all selectimps, a sample of approxi-
mately 17,500 events remains.

In addition to multiple scattering, the detector resolui®reduced by misalignment
of the detector. As an example, the width of thig geak in the invariant mass spectrum
in the real data is approximately 40 Mg& while it amounts to 28 MeYc? in the MC
simulation. Therefore, a safety margin is incorporatechm ¢hoice of the bin sizes.
The detector resolutions in the momentum-related varsallepr, andy are depicted
in Fig. 4.9. The resolutions are shown in two representatibig the difference between
the true and the reconstructed values of the variable in antend by the correlation
between the true and the reconstructed values. For bothongetho matching between
true and reconstructed tracks is required.
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Figure 4.7: Sketch of the trigger simulation chain. The messages from the pretrigger simula
tions are collected in the second Trigger Decision Urllfl @DU) and transferred
to the simulation of the SLT. A weight obtained from the FLT efficiency map is
assigned to accepted events. Due to the trigger algorithm, the order of TrenEL
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Two different binnings are used in the analysis. For theyaimbf differential dis-
tributions, small bin sizes (referred to as “binning I” iretfollowing) are required to
resolve the details of the shape of the distributions. Labges (“binning II”) are used
in the analysis of nuclear effects to improve the precisibthe measurement of the
J yield and efficiency ratios. A comparison of the resolutiang the bin sizes shows
that the minimum bin sizes are larger than the full width df-haximum (FWHM)
of the resolutions at least by a factor of 6. The purity of tirespi.e. the fraction of
reconstructed events in a bin which have been generatee isatine bin is larger than
77% for binning | and larger than 91% for binning Il. The fiact of generated events
in a bin which are reconstructed in the same bin is a measutedtability of the re-
construction. It is greater than 81% for binning | and gre#itan 88% for binning II.
A summary of the resolutions, minimum bin sizes, purities] atabilities is presented

in Table 4.8.
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Table 4.8: Detector resolutions in the kinematic variables. The full width at half-maximum
(FWHM) of the difference between the reconstructed and the true valutse
variable is used as a measure of the resolution. The resolution is comptredey
minimum bin size used in analyzing the variables, and the minimum purities and
stabilities of the bins are evaluated. Binning | corresponds to the binnirdyfase
the analysis of differential distributions, while binning Il is used for thelysia of
nuclear effects.

Var. Resolution Binning | Binning Il
Min. Size Purity Stability Min. Size Purity Stability
XF 0.0016 0.02 0.77 0.82 0.05 0.95 0.97
pr 0.038GeVc 0.25GeVc 0.81 0.81 0.5GeYc 0.92 0.91
y 0.004 0.25 0.86 0.97 0.25 0.97 0.98
cosfs; 0.019 0.125 0.91 0.88 0.125 0.91 0.88
@y 0.02rad 0.628rad 0.93 0.94 0.628rad 0.93 0.94

4.3.5 Comparison of Data and Monte Carlo Simulation

In this analysis, the MC simulation is used to correct the data by efficiencies and
ratios of efficiencies of the detector. The standard proeetiuperform an efficiency
correction is a one-dimensional bin-by-bin correctionwinich every bin of the mea-
sured kinematic distribution is corrected by the total efficy for the bin. If the bin
sizes are chosen such that the kinematic distributions teamg strongly within a bin,
the total efficiency is independent of the actual shape ajémerated distribution, i.e. of
the MC model employed to generate the events. However, byinin correction only
performed in a single kinematic variable implies integrgtihe efficiencies of all other
variables. The procedure of bin-by-bin corrections isefae only valid if either the
efficiencies of the other variables are uncorrelated to #nmble under consideration or
their shapes and correlations are properly modelled in tBesivhulation.

In order to check these preconditions, the kinematic tistions obtained from the
MC simulation are compared to corresponding kinematiaitigions in the real data.
The kinematic distributions are compared for data sets tvondifferent types of wire
combinations. A data set with two wires from the same targeios (11B1) is compared
to another data set, in which wires from both target statamsutilized (1112). For
the study, 3,000,000 generated events from the wire cofligms 1112 and 2,000,000
generated events from 11B1, both from the calibration peabtlovember 2002, are
examined. MC-simulated events which pass the trigger stiounlare weighted with
the kinematic weight and the FLT efficiency. To selegt ih the MC sample, the same
criteria as in the real data are applied. The study compaseyarisons of properties
of the muons from /b decays and of the/yJ reconstructed from the muons.
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Kinematic Distributions of Muons From J/  Decays

The kinematic distributions of muons frompdecays are determined by a statistical
method. Due to the background from random combinations afmauthe assignment
of muons to a & is not always possible on an event-by-event basis. Thexefbe
combinatorial background is subtracted via sideband aatitn. Events are sorted into
a signal and a sideband sample by the dimuon invariant maggy the measureduy’
mass and width of approximately= 3.09 GeV/c? ando = 40 MeV/c?. Events in the
mass interval ofu + 30 are considered signal events. Sideband events contain muon
pairs with invariant masses gf — 100; u — 50| and|u + 50; 1+ 10g]. All distributions
of the kinematic variable are filled for both, the signal ane sideband intervals. The
numbers of events in the sidebands are scaled to the expaateidler of background
events in the signal interval using the background slopen faocombined fit to signal
and background in the invariant mass spectrum. The scadethand distributions are
subtracted from the signal distributions. For the comparisf the kinematic distri-
butions in the real data and the MC simulation, the MC distrdns are scaled to the
integral of the distributions obtained from the data.

Representative examples of the comparison between the watha MC simula-
tion are depicted in Fig 4.10. The figure shows the momentauafims from both wires
of the wire combination 1112 and from the wire Inner | of thergricombination 11B1.
The overall agreement between the data and the MC simulistipood. However, sev-
eral discrepancies are observed: For the wire combinatit) the MC description of
muons from the wire Inner Il is better than the descriptiomaions from Inner I. Fur-
thermore, a momentum asymmetry between the positivelygeldaand the negatively
charged muon is observed for Inner Il, and the momenta arerastimated by the MC
in the case of Inner I. In general, the description of the wombination I11B1 is better
than the description of 1112. The momenta and transverse entarof muons originat-
ing from the wire Inner I—used in both combinations—aredrattproduced by the MC
simulation of 11B1, and a smaller momentum asymmetry is alegberSince both wires
combinations are combinations of a carbon and a tungstem thie track multiplicities
and the levels of background are similar. Therefore, themas! discrepancies between
the data and the MC simulation can only originate from imgetibns in the SLT sim-
ulation, the only part of the trigger chain in which a targatens treated differently if
used in a different wire combination. Systematic uncetisnintroduced by the SLT
simulation are discussed in Section 6.1.3. The full resith® comparison of the muon
kinematics in the data and the MC simulation is documente&hipendix D, Figs. D.1
and D.2.

Kinematic Distributions of J/

In addition to the muon kinematics, the kinematic propsertéthe Ju reconstructed
from muon pairs are compared for the data and the MC simulafio reconstruct the
kinematic distributions, the data set is separated intwals of the kinematic variables.
The invariant mass spectrum is fitted for each of the intenradividually. Both the
number of reconstructedulper interval and the statistical uncertainty of the numlier o
Jw are extracted from the fit.
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Figure 4.10: Comparison of the momenta of muons frofy dlecays in the data (points) and
the MC simulation (histograms). (a)—(b) Momentawof andu~ from the wire
Inner Il in the wire combination 1112. (c)—(d) Momenta pf- andu~ from the
wire Inner 1 in 1112. (e)—(f) Momenta ofi™ andu~ from the wire Inner | in 11B1.
The background is removed via sideband subtraction, and the MC distributio
are scaled to the integral of the data distributions.
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Figure 4.11: Comparison of @ kinematic distributions in the data (points) and the MC simu-

lation (histograms). (a)—(b} and pr distributions of Ay from the wire Inner I
in the wire combination 1112. (c)—(d® and pr distributions of Ay from the wire
Inner | in 1112. (e)—(f)xr andpr distributions of Ap from the wire Inner in 11B1.
The MC distributions are scaled to the integral of the data distributions.
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The study is performed for two data sets recorded in Nover20@2 with the wire
combinations 1112 and I1B1. For both data sets, the desonf the angular variables
in the MC simulation is in good agreement with the real datve®al discrepancies are
observed for the momentum-related variables. This istithtied by comparing the-
and pr distributions from the wires Inner | and Inner Il from 1112 cfrom the wire
Inner | from the wire combination I11B1, as shown in Fig. 4.1heTdifferences in the
quality of the muon momentum description between 1112 a8l Ifranslate into differ-
ences in the description g and pt. The agreement between data and MC simulation
is satisfactory for I1B1, except for the most positive andri@st negative bins iRg.
However, larger discrepancies are observed for 1112. Bdthaxt and thepr distri-
butions, are underestimated by the MC simulation, reflgdtie underestimated muon
momenta. While the observed differences are most proballyamperfections in the
MC simulation, a part of the discrepancies could also bébated to the influence of
nuclear effects. Thee distribution in the MC simulation is based on a NRQCD predic-
tion which does not include nuclear effects. A complete doentation of the results of
the comparison can be found in Appendix D, Figs. D.3/and D.4.

4.3.6 Efficiency Determination

In order to extract the true differential distributionsrirdhe data, the raw distributions
have to be corrected by the total efficiencyo detect a particle in a given kinematic
interval. The total efficiency is extracted from the MC siatidn of theHERA-B de-
tector and trigger by calculating the ratio of reconstrdd¢tegenerated/p, usually as a
function of a single kinematic variable

NI‘EC(U)
£(V) = Ry

whereu = xg, pr,... (4.10)

The total efficiency can be separated into several contoibsit The geometrical accep-
tance of the detector and trigger is defined as the fractiqradicles generated in the
MC simulation which leaves detectable hits in the detedibe number of detected hits
in the detector is influenced by the hit efficiencies of theedtlr cells and the masking
of dead channels. Further contributions to the total efficyeoriginate from the recon-
struction and the trigger algorithms. An example of therpitey of all these factors
for the muon pretrigger is given in Section A.3.1. In additibwo types of weights are
used in theHERA-B MC simulation. The number of generated events is weightei wi
the kinematic weight to correct the and pr distributions. In addition, the number of
events reconstructed and accepted by the trigger simn)&tié?, is reduced by the FLT
efficiencyeFLT. The total efficiency is thus given by:

W(xe, pr) €™ (%, pr, ... ) N9 (u)
W(Xg, pt) N98(u)

The quantitye™ T (xg, pr,...)N"9(u), i.e. the reconstructed number ¢gfydn the MC
simulation as a function ofi is determined by applying the same selection criteria
which are used to selecfyJcandidates in the data to the MC events. The dependence
of €™ (xg, pr,... )N"9(u) on u is obtained from fits of the invariant mass spectra in

g(u) = , whereu = Xxg, pr,... (4.12)
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Figure 4.12: Total efficiency as a function ofs and pr for different wire combinations from
the calibration period of November 2002. (a)—(b) Wire combination 118- (

(d) Wire combination 11B1.

intervals ofu. The fits are performed as maximum likelihood fits accordmthée shape

function given in Eq./(4.5).

The total efficiency as a function of the kinematic variablesnd pr for the wire

combinations 1112 and I11B1 in the calibration period of Nov®n 2002 are shown in
Fig. 4.12. The shapes of both, tkeand thepr efficiency distributions, are similar in
the wire combination 11B1. For 1112, the efficiency of the winmer Il is suppressed for
large negativer. This effect is connected to a target constraint in the Sgor@hm and
will be discussed in Section 6.1.3. A summary of the totatificies for all kinematic
variables under study is given in Appendix D, Figs. D.56t0.D.6
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4.4 Differential Distributions

Insight in the details of the process of charmonium produnds gained by analyzing the
Jw kinematics. The observables connected with thekihematics are the differential
production cross sections, i.e. th& Jield per luminosity as a function of the kine-
matic variables. For the analysis of nuclear effectsiinproduction, only ratios of the
differential cross sections are relevant. Therefore, tfierdntial spectra are presented
as intermediate results without normalization to the lusity and including statistical
uncertainties only.

The analysis is restricted to all two-wire data samplesesordy for these samples,
MC events simulated according to the current best knowleddlee detector and trig-
ger chain are available at the time of writing this thesis. edailed comparison of the
differential distributions with theoretical predictioasd previous experiments and a
discussion of the systematic uncertainties of the difféaédistributions using a previ-
ous version of the MC simulation code is contained in [Vuk®4&ny of the systematic
effects described there have entered the improved MC siionbfahich is employed for
this analysis.

4.4.1 Analysis Method

The differential distributions are studied separatelydach of the two target wires as
a function of the momentum-related variables pr, andy and the variables c@g;;
and @3, which describe the angular distributions of muons frgmdecays. In order
to resolve the fine-structure of the differential distribas, the small bin sizes of bin-
ning | are utilized. The analysis of differential distribars includes the determination
of the “raw” differential spectra, efficiency correctionfstie raw spectra and fits to the
corrected spectra. To obtain differential distributioosthe entire data-taking period,
the corrected spectra measured in all calibration pericels@mbined.

Raw Kinematic Distributions and Efficiency Corrections

The raw Ju spectra are obtained from separate fits to the invariant s@estra in
intervals of the kinematic variables using the shape fonc{#.5). In order not to be
influenced by non-converging fits due to low statistics, linshich the invariant mass
spectrum contains less than 30 events in the rangéef22 GeV/c? are excluded from
the analysis. For every birof the distribution, the numbe; of J/ obtained from the
fit is corrected by the efficiency of the bin obtained from the MC simulation. The
range of bins, for which efficiency corrections are perfadmis restricted to bins in
which the efficiencies are larger than 0.1% for at least sthefl2 MC configurations.
The efficiencies in the excluded bins are smaller than theageeefficiency by more
than a factor of 10. Systematic uncertainties in the effgretletermination on the
103 level in these bins result into large correction factordwihcertainties as large as
100%. Since the binning involves variable bin widths, the spectra are corrected by
the widthsW of the bins in addition. For a variable the differential distribution in a
bin u; is therefore reported as

dN N
@ . =W (4.12)
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Note that all differential distributions presented in thisapter do not include absolute
normalizations, since no corrections for the luminositad for dead-times of the de-
tector and the DAQ system are applied.

A test of the stability of the invariant mass fit as a functidrtree kinematic vari-
ables is presented in Fig 4/13, in which the fitt@g thasses and widths are plotted as
functions ofxg and pr, together with the fitted background slope. In the MC simaiat
(not shown), an increase in the mass of approximately 4%mpeofixs and an increase
of the width of approximately 2% per unit af are observed. These shifts are caused
by the decreasing momentum resolution with increasing nmiomenta. As a function
of pr, the MC-simulated masses and widths are approximately aonsthe fitted Ay
masses and widths in the real data do not show these cledsir@s a function okg,
the mass is stable but approximately 0.1% lower than theevaliblished by the Par-
ticle Data Group 0{3096919+ 0.011) MeV/c? [Eid04]. An increase in the/§) mass
by 0.2% per GeW is observed for increasingr, and the Ay width is approximately
constant as a function of botk; and pt. These results show that the resolution-related
variations of the & mass and width are hidden by a larger variation, most prgbabl
due to the detector alignment. The influence of the variatafrthe fitted 4p mass and
width on the ratio of particle yields is discussed in SecBah3.

Combination of Data Sets

The detector conditions and thus the efficiencies vary ferdifferent calibration pe-
riods. Therefore, the differential distributions are detmed separately for each cal-
ibration period. The differential distributions determdhfor the different calibration
periods are combined to the final result in two ways. In a fipptraach, the corrected
differential spectra of all calibration periods are addaadd the shape parameters are
extracted from a global fit to the sum of all spectra. In thisrapch, stable fits are ob-
tained due to the large statistics of the summed spectrah®ather hand, systematic
differences between the calibration periods are dilutesumgming all spectra. Alterna-
tively, the shape parameters obtained from fits to the spetsingle calibration periods
are combined by a weighted average to derive the final shapenpters. This method
allows to identify the differences in the results from segleriods. However, some
fits to single-period spectra suffer from instabilities daehe low statistics. For both
approaches, results from the two wires in carbon-tungsiarbmations are treated sep-
arately. In the carbon-carbon combination B112, both wiresassigned to the carbon
result, and results from the titanium wire Below Il in datagakvith the combination
B1B2 in October 2002 are ignored.

4.4.2 Results and Discussion

The final differential distributions are obtained by a conabion of data from all cali-
bration periods. The results and their uncertainties aseudsed and compared to the
results of previous experiments and theoretical models.r€bults obtained by adding
the differential distributions are shown in Fig. 4.14. A suary of the fit results to sin-
gle calibration periods together with the weighted avexzgke fit results can be found
in Fig./4.15. In Tables 4.9 and 4.10, the global fit resultscmbon and tungsten targets
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Figure 4.13: Mass and width of 4b signal, and background slope as a functionxoénd pr.

The figures are based on data taken with the wire configuration 1112 frem th
calibration period of November 2002. The value of thgmhass published by the
Particle Data Group [Eid04] is indicated by the dashed lines. Bins with less than
30 events in the invariant mass range &f-232 GeV/c? are excluded.
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are listed. The differential distributions for all datassate documented in Appendix D,
Figs./D.7 td D.11, and Tables D.1/to D.4. Note that all resaits preliminary in the
sense that they do not include detailed studies of systematiertainties.

Feynman- X

The differential distribution as a function gt has been measured by many experiments.
However, the experiments cover different rangegdnand the experimental results on
the X shape bear large uncertainties. Proton-proton collisayessymmetric in the
parton momentum fractions, of the beam proton ang of the proton in the target
nucleus. Therefore, parametrizations of the shape of tferelntial distribution as a
function ofxg = X1 — Xp are symmetric irxe. The most common parametrization found
in the literature is (see e.g. [Sch95])

dN c
g 0 (1= ) (4.13)

However, this shape is non-differentiablexat= 0, and it describes neither tRERA-B
data nor theoretical predictions well [Vuk04]. Therefdiee xr shape is not compared
to Eq. (4.13), but rather to two other parametrizations efhdistribution. The first
parametrization has been proposed by the E705 collabof@m92]. It is motivated by
the asymptoti¢1 — x172)C behavior of the parton distribution functions of the caligl
partons:

N [(1—x1)(L—x2)] Y S ames
v ad . , Wherexy » = > Xp? +4M?/s +Xg | . (4.14)

As an alternative test of the- distribution, the shape is compared to the NRQCD pre-
diction of thexr shape for 920 GeXt proton-proton collisions [Mog04]. For the fit, the
same parametrization is used as for the reweighting okglshape in the MC simula-
tion. Thexg shape is depicted in Fig. 3.4.

A comparison of the measure¢ shape shows poor agreement both with the
NRQCD prediction and E705 parametrizations of the shape. Eh@tibns from a
symmetric shape are especially large for posikve The kinematic regime of positive
Xr is populated with events in which both muons are reconstduct the inner part of
the HERA-B spectrometer. In the inner part, the chamber occupanaietharargest,
and the detector and trigger performance is not well-regeced in the MC.

These discrepancies have already been reduced by intradig fiducial cuts on
the inner edges of the detector. However, the efficienciethéopositivexg bins are also
reduced by the fiducial cuts, leading to large uncertaintigdbe efficiency correction.
Therefore, the confidence in fits to tike spectrum is improved if only the part of the
spectrum withxg < O is fitted.

Due to the limited statistics, most fits to single calibragp@riods are rather unstable.
Therefore, the method of a global fit to tRe spectrum is chosen to extract the shape
paramete€. The fit is restricted tar < O to circumvent the uncertainty for positixg.
The resulting value of the shape parameter is

B {4.7Si 0.16(stat) for carbon targets,

(4.15)
5.22+0.21(stat) for tungsten targets.
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Figure 4.14: J differential distributions summed over all data sets.x@dlistributions fitted
with a parametrization of the E705 fit (solid line) and the NRQCD prediction
(dashed line). (b) Fit tgy distributions. (c)y distributions. (d) Fit to co8g;
distribution. (e) Fit togs; distribution. All distributions obtained from tungsten
wires are scaled by a factor of 10. The fit results are summarized in Tal8les

and 4.10.
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Fit parameters for the-, pr, and co®g; distributions for all data samples. The fit
values and their uncertainties are plotted separately for the carbon atuhthe

sten wires of each data sample. (a) Paran@@tdi=705 fit. (b) Average transverse
momentum. (c) Polarization paramefer The solid and dashed horizontal lines
indicate the weighted mean of the parameter values and the uncertainty of the
weighted mean. “Miss. Q.” refers to the calibration period “Missing Quatiran
The fit results are summarized in Tables 4.9/and 4.10.
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Table 4.9: Fit parameters of/Q differential distributions for carbon targets. The different fit
methods are explained in the text.

Variable Parameter Method Value X /Ndof
XF C (E705) Global Fit 465+0.15 583/15
XF C (E705) Global Fit xr < 0) 4.78+0.16 267/11
XF C (E705) Weighted Average .A7+0.18 469/11
XE Norm (NRQCD) Global Fit - 70/16
pr (pr)[GeV/c] Global Fit 12443+-0.0044 332/15
pr (pr)[GeV/c] Weighted Average 2506+0.0051 168/1
pr (pr)[GeV/c] Histogram Mean P24370.0032 -
cosbgy A Global Fit —0.015+0.048 189/10
cosfg; A Weighted Average —0.125+0.044  209/11
[0eN) Norm Global Fit - 262/9

Table 4.10: Fit parameters of/ differential distributions for tungsten targets. The different fit
methods are explained in the text.

Variable Parameter Method Value X2/ Ndof
XE C (E705) Global Fit $4+0.21 1106/15
XF C (E705) Global Fitxs < 0) 5.224+0.21 463/11
XE C (E705) Weighted Average .86+0.16 04/8
XF Norm (NRQCD) Global Fit - 6B/16
pT (pr)[GeV/c] Global Fit 13394+0.0058 308/15
pr (pr)[GeV/c] Weighted Average B367£0.0061  344/9
pr (pr)[GeV/c] Histogram Mean B348+0.0039 -
coSbgy A Global Fit —0.092+0.055 140/10
C0SOgy A Weighted Average —0.063+0.054 15/9

(0N Norm Global Fit - 78/9
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The maximum deviation of the three methods to ext€awd taken as a rough estimate
of the systematic uncertainty &f of oc = 0.8. Within two standard deviations of the
statistical uncertainty, the fit values are comparable @#th other and suggest that the
Xg shape is not influenced significantly by effects related éddinget material. However,
due to the large uncertainties, no definite conclusions eairéwn.

If the xr shape is compared to the results of other measurementseaopitture
emerges. The result on ttxe shape from the E705 experiment @6 = 23.8 GeV of
C =4.84+0.3[Ant92] compares well with the result obtained in this gs&, suggesting
that the parametet is independent of the collision energy. However, the E788lte
at /s = 38.3GeV [Sch95] is not well-described by the E705 parameioratlf the
xg shape measured by E789 is fitted with the E705 parametnizatiovalue ofC =
7.794+ 0.50 is obtained with &2 probability of 0.0002.

Transverse Momentum

Previous measurements of the transverse momentum digiritehowed the effect of
transverse momentum broadening, i.e. the increase of drage transverse momentum
with increasing beam energy and atomic mass number.HERA-B measurement of
the transverse momentum broadening extends these measusaim a different beam

energy.
The transverse momentum distribution is fitted with a pata@sion of the func-
tional form
dN pr 21"
— 1+ — . 4.16
dpr? (po) (440

For exponents < —3/2, the average transverse momentum of such a distribution is
given by
nr(-n—3)
prl==— 2/ 4.17

wherer (x) = [5't* e ldt is the gamma function. Due to the strong correlation of
the parameterpg andn, a fit in which both parameters are left free leads to unstable
results forpg andn. In addition, the energy range coveredtyRA-B does not allow

to connect the powar with the asymptotic behavior of the cross sections as a ilumct

of pr. Following the empirical parametrization suggested indK&l, the parameterx

is fixed ton = —6. In this case, the average transverse momentum is givépy=
(35m1/256) po.

The average transverse momentum can also be extracteduwéta to the spec-
trum, by calculating the mean value of the histogram of ttstrithution dN/dpt. The
histogram contains the transverse momentum range of 0—3&8We uncertainty of
the average transverse momentum is obtained from the sthddaiation of the distri-
bution, normalized to the square-root of the (uncorrectat@ number of events which
enter the distribution. The choice of the histogram binrang the cutoff at 5 GeXt
introduce a bias towards smaller average transverse marbeth for the fit and for
the histogram mean value. In a MC simulation, 16000000 events are generated
according to the distribution (4.16) with= —6, and the distribution of average trans-
verse momenta is fitted with a Gaussian function. The meaheoGaussian function
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is shifted by approximately-0.01 GeV/c for both approaches, however, the difference
between the shifts is less than 0.003 GeVsmaller than the statistical uncertainties of
the measurements.

All three methods of determining the average transverse entum lead to stable
results, which agree within the uncertainties. The fit quadi good for carbon targets.
For tungsten targets, the variation of the single-periadlts is larger due to the larger
amount of background, and consequently, the fit quality tert@ated. To extract the
final result on the average transverse momenta, the most stath model-independent
method is chosen, i.e. the method of histogram mean values.

By comparing the average transverse momentaloptbduced on carbon and tung-
sten targets, the effect of transverse momentum broaderiihgncreasing atomic mass
number of the target is clearly visible:

1.2444-0.003(stat)) GeV/c for carbon targets,
( >:{< 3stat)) GeV/ g 4.18)

(1.335+ 0.004(stat)) GeV/c for tungsten targets.

As an estimate of the systematic uncertainty of the redwdtguadratic sum of largest
variation between the three extraction methods and of the dhie to limitedor range
is choseno .y = 0.01GeV/c.

The results agree well with the values obtained in [VukO4taoted with the same
method:

(pr

- {(1.244i 0.003(stat) +0.034(syst)) GeV/c for carbon targets, (4.19)

] (1.33640.004(stat) + 0.041(syst)) GeV/c  for tungsten targets.

TheHERA-B results on the average transverse momentu{isat 41.6 GeV are com-
pared to the results of previous experimentg'at= 38.3GeV and using target materials
beryllium, silicon and gold:

(1.22+0.01(stat)) GeV/c for beryllium targets [Gri00],
(pt) = < (1.20+0.01(stat)) GeV/c for silicon targets [Ale97],  (4.20)
(1.289+ 0.009stat./syst.) GeV/c for gold targets [Sch95].

The comparison shows that the average transverse momeamtueases with the atomic
mass numbeh and suggests that the transverse momentum broadeningsesrslowly
with the collision energy. However, it is not known if and hdwases in the mean
transverse momentum are taken into account in the previsusts.

Angular Distributions and Polarization

Measuring the polarization of charmonia is an important ¢¢s<harmonium produc-
tion models. Previous fixed-target experiments report JAlaimesons are essentially
unpolarized. This is expected in the CEM, in which all spiromfation is random-
ized by soft gluon emission. On the contrary, NRQCD predictrge transverse/yl
polarization.
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The distribution of the polar angle c@s;is connected to the polarization parameter

A of the Jy:
dN

dcosfg;
whereA = 1 stands for transverse polarization ang= —1 corresponds to longitudi-
nal polarization. The polarization parameter is extradteth a fit to the differential
distribution dN/dcos9g;. For large positive and negative disg, the total efficiency
decreases strongly, and the background is largest. Hemeéletver arm” and there-
fore the sensitivity of a fit to the c@g; distribution is small. In this analysis, the fit to
the co9g; distribution is restricted te-0.75 < cosfg;y < 0.75. As a consequence, the
statistical uncertainty of the polarization measuremgidrge.

The distribution of the azimuthal anglg; is assumed to be isotropic. Therefore,
the @ distribution is checked if it is constant. The assumptioc@ifstantas; is only
approximately true. There is a small correlation betweeratigular variables because
the Gottfried-Jackson frame is an approximation of theregfee frame of the parton-
parton collision. The correlation is assumed to be small gamed to the statistical
uncertainties of the measurement and therefore neglected.

The differential distribution as a function g§;is compatible with being constant
with a x? probability of 23% for tungsten targets. The agreement issedor carbon
targets (0.02%). The reason for this deviation is most grlybdue to imperfections of
the MC description.

The values of the polarization parameferextracted from the global fit and the
weighted average of fits to single calibration periods diffg more than one standard
deviation. Since fit values of single periods show large flatbns, the final result oh
is extracted from the global fit to all samples:

1+ cos 6gy, (4.21)

—0.015+0.048stat) for carbon targets,
A =< —0.092+0.055stat) for tungsten targets, (4.22)
—0.0474+0.051(stat) for carbon and tungsten targets.

From the largest difference of the results obtained frondifferent fit methods, a sys-
tematic uncertainty o, = 0.1 is estimated. All measurements are at variance with
the large transverse polarization predicted by NRQCD and @argatible with unpo-
larized Jy within two standard deviations. The differential disttilbms show a small
forward-backward asymmetry of 2—3%, while a symmetricriistion is expected for
the parity-conserving electromagnetic decay-J> u u~. As in the case of the: and
@y distributions, the asymmetry points to small remaining enf@ctions in the MC
description of theHERA-B detector and trigger.

The polarization parameter extracted from this analysis &greement with results
of previous experiments, which are all compatible with Ap@olarization:

—0.114+0.12(stat) +0.09(syst)  for beryllium targets [Gri00],
A =4 —0.09+0.12(stat) for silicon targets [Ale97], (4.23)
0.069+4 0.004(stat) + 0.08(syst) for copper targets [ChaO3]

The measurement presented in this thesis confirms the pdéesworg between experimen-
tal results and the predictions of NRQCD.
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4.5 Summary

In this chapter, the extraction ofulsignals in theHERA-B data has been described.
As a first step, data-taking runs are selected which providel glata quality. Using a
set of standard cuts, events witly andidates are collected for further analysis. With
additional cuts, a clean sample gf)kvents is selected, and every event is assigned to
one of the target wires.

The number of & as a function of the kinematic variables is determined frdm fi
to the invariant mass spectra. The raw spectra obtainedtfrerfits are corrected with
the total efficiencies to detect Awin a certain bin of the kinematic distribution. The ef-
ficiencies are taken from a detailed MC simulation of HHERA-B detector and trigger.
By applying the efficiency correction, the differential distitions for the production
of Jw are obtained. The differential distributions are presgrae a function of the
variablesxg, pr, Yy, c0S8g3, andgs;. Within the uncertainties, the shape parameters of
all differential distributions agree well with previous eseirements. The measuréed J
polarization favors the CEM and is not within the predictiohNRQCD.






Chapter 5

Luminosity and Target Rate Sharing

The measurement of nuclear effectsip groduction aHERA-B is based on a measure-
ment of the Ay cross section ratio for two different materials. The rafituminosities
is one of the ingredients for the determination of the cressien ratio. To reduce the
systematic uncertainties of the measurement, data was sakeiltaneously with two
targets of different materials. The target steering meishaprovided a dynamical ad-
justment of the sharing of the number of proton-nucleusauons among the wires.
Since the beam conditions and the target calibration vasredtime, a precise measure-
ment of the luminosity ratio cannot be obtained from tamgdated information alone.
Therefore, algorithms to determine the luminosity ratanfrthe data are required.
This chapter commences with a description of the vertex togimethod, which
is the standard method used by tHERA-B collaboration to extract luminosities and
luminosity ratios from the data. In the vertex counting noeththe number of interac-
tions at the targets is calculated from the number of recocigtd primary vertices. The
chapter is concluded with a detailed study of the systemetgertainties of the lumi-
nosity ratio calculation, including a comparison to a meltkoth different systematic
uncertainties, which is based on the average number of secmted tracks per event.

5.1 Luminosity Measurements at HERA-B

In the HERA-B experiment, the luminosity is measured by counting evelhighvare
produced in processes with a known cross section, the “noimbias” cross section.
The total cross section of proton-nucleus interaction®mmosed of an elastic and an
inelastic contribution. The inelastic cross section cafubi@er divided into a minimum-
bias part and a diffractive part. Minimum-bias events caddtected in the acceptance
of the HERA-B spectrometer. Most of the diffractive interactions, irgeractions in
which either the beam or the target particle or both of themaia intact, produce
particles which leave the interaction region through thenbbgipe. Therefore, only the
minimum-bias part of the cross section is used for the lusitgaalculation.
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Table 5.1: Minimum-bias cross sectiong”® for carbon and tungsten targets, together with the
nuclear suppression parametéf® for a compilation of experimental results (first
line) and a preliminary result of a theoretical calculation (second line).

oMB [mb] (Carbon)  oMB [mb] (Tungsten) aMB Reference
23741434 171Gt17 07244+0.005 [Car03]
241.7 1575.1 0.687 [Kop04]

The luminosity.Z is determined by counting the numb&MB of minimum-bias
events and normalizing™® by the efficiencyeMB to detect a minimum-bias event and
the known cross sectiam“® for minimum-bias interactions:

NMB

P — B SVE (5.1)

For the analysis of two-wire runs, the minimum-bias crosgise VB is needed for

both target materials. Therefore, also the dependenc'Bfon nuclear effects is re-
quired. A common parametrization of nuclear effects in th@mum-bias cross section
is the power-law parametrization

MB
Jgf'AB = GB,"\'B AT (5.2)

Here,A is the atomic mass number of the target nucleus. The nucégsmrdlence of
oMB is parametrized by the exponem'®. If oMB is proportional to the geometrical
cross section of the nucleus, a valuexdt® = 2/3 is expected (see Section 3.3.3). A fit
to a compilation of previous measurements of the minimuas-lsross section yields
aMB = 0.724+ 0.005 [Car03]. A theoretical calculation of nuclear effectsrialastic
proton-nucleus interactions results in a preliminary gadiaM® = 0.687 [Kop04]. An
overview of the results of both analyses of the minimum-biass section is shown in
Table 5.1.

The random trigger is used to record events for the lumipa@termination. This
trigger selects one of the 220 HERA bunches at random. Dunegata-taking, a vari-
able fraction of events was recorded with the random triggeparallel to the dilepton
trigger.

5.2 Vertex Counting Method

The basic idea of the vertex counting method is to deternhieenumber of interac-
tions by counting the number of reconstructed primary gegtion a wire. To infer the
number of interactions from the number of reconstructedioss, knowledge of the
vertexing efficiency is required. The luminosity is obtalri®y normalizing the number
of interactions by the minimume-bias cross section.
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5.2.1 Vertexing Efficiency

The reconstruction of primary vertices in both, real datd 8C-simulated events,
is performed using Grover [AbtO4a], which is the standardiexeng package for
HERA-B. In the standard luminosity calculation, MC events with ayiray number
of superimposed interactions are reconstructed to extnracdverage reconstruction ef-
ficiency. The number of superimposed interactions follovioeson distribution with
a mean value similar to the interaction rate at which the dete recorded. However,
to allow for variations in the interaction rates and nonsBonian distributions of pri-
mary interactions, a more flexible method of efficiency ccticas is developed. The
method is based on the full response of HERA-B detector to minimume-bias interac-
tions and describes both, effects which increase and sffeuich decrease the number
of reconstructed vertices.

¢ Inefficiencies in the vertex detector (VDS) lead to a redunachber of recon-
structed primary vertices.

o If the “beam spot”, i.e. the area on the target wire where miberactions occur, is
small, two or more simultaneous interactions on a single wannot be separated.
The corresponding primary vertices are merged to one vettes the number of
reconstructed vertices is reduced.

e \ertices with a large number of particles are split by theonstruction algorithm
with a certain probability. In this case, the number of restorcted primary vertices
is larger than the true number of interactions.

A MC simulation is employed to determine the resulting “smeed vertexing effi-
ciency. In a sample of 10,000 MC events, a fixed number=efl...5 inelastic inter-
actions is superimposed, and the events are reconstrudtethe same primary vertex
algorithm employed also for the real data. The resulting Imemof reconstructed pri-
mary vertices as a function of the number of superimposeuditswan be represented by
the matrix equation

ﬁrec: M ﬁtrue (53)

with the “response matrixM. An elementM;; of the response matrix contains the
probability to reconstrucf vertices ifi events have been superimposed. The compo-
nentsn{™® of the vector™® hold the number of events wittrue interactions, and"°

Is the vector of the number of reconstructed primary vestideue to the larger track
multiplicity for the tungsten wire, the vertexing efficignior the tungsten wire is larger
than the efficiency obtained for the carbon wire. Examplethefresponse matrices
for the carbon wire Below | and the tungsten wire Inner | for tladibration period of
November 2002 are depicted in Table 5.2.

To infer the true number of interactions from the number cbrestructed primary
vertices, Eq./(5.3) has to be solved féi®. The solution can be formally written as

ﬁtrue: M—l ﬁrec' (5_4)
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Table 5.2: Vertexing efficiencies for the tungsten wire Inner | (top table) and forcédmbon
wire Below | (bottom table) for the calibration period of November 2002.ierg
table row, the fraction of events with.Q5 reconstructed vertices is shown for a
given number of generated vertices. The table is based on 10,000 Ni@& @ach
for 1...5 superimposed interactions.

Generated Reconstructed Vertices
Vertices 0 1 2 3 4 5

Inner | (Tungsten)

1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0877 0.8855 0.0262 0.0006 0.0000 0.0000
0.0049 0.4962 0.4637 0.0331 0.0020 0.0001
0.0013 0.2141 0.5546 0.1998 0.0284 0.0017
0.0010 0.0811 0.4493 0.3569 0.0925 0.0172
0.0015 0.0297 0.3017 0.4135 0.1879 0.0556

g~ wWwNPEFO

Below | (Carbon)

1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.1998 0.7965 0.0037 0.0000 0.0000 0.0000
0.0291 0.6785 0.2888 0.0036 0.0000 0.0000
0.0036 0.4357 0.5013 0.0580 0.0013 0.0001
0.0002 0.2428 0.5830 0.1632 0.0105 0.0003
0.0001 0.1333 0.5513 0.2804 0.0329 0.0019

aa b~ wdNEFO

The total number of true and reconstructed vertices is giwethe sum of the vector
components, weighted with the corresponding number ofantens:

ieree _ - fruerec (5.5)
2
In the following section, a method to solve Eq. (5.3) and tewateN" ¢ is described.

5.2.2 Determination of the Number of Interactions

The method selected to solve Eq. (5.3) is the numerical simerof the response ma-
trix M. Since in general, matrix inversion is an ill-posed nunancoblem, this method
is not suited to obtain the true distribution of primary v&s. The matrix inversion in-
troduces a strong correlation between the components solltion vectori™e, such
that the distribution of primary vertices is not smooth anayngontain negative num-
bers. These correlations are taken into account autorigtioahe evaluation of the
sum in Eq. 5.5. Therefore, the total number of vertices isatfgcted by the above-
mentioned numerical problems, and the straightforwardchoteibf numerical matrix
inversion can be used to solve Eqg. (5.3).
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The matrix inversion is performed using thé&ht ri x class of the ROOT pack-
age [Bru97] in which a Gaul3-Jordan elimination algorithmhwitvoting is utilized. As
a systematic check of the numerical matrix inversion, thelmer of primary interactions
is also determined by an unfolding method, as it will be dised in Section 5.3.1.

5.2.3 Luminosity Ratios for All Runs

To obtain the luminosity ratios for all runs analyzed in tiissis, the number of primary
vertices in all random-triggered events of each run is ekt The vertexing efficiency
in the form of the response matrix is determined from MC satiahs for all active
wires of each calibration period. For each wire and period,times 10,000 MC events
with fixed numbers of = 1...5 superimposed inelastic interactions are reconstructed.
The statistical uncertainty of the luminosity ratio is doattied by the uncertainties in the
number of the reconstructed vertices per run. The statlsiitcertainty of the response
matrix obtained from 10,000 MC events per row is smaller tth@naverage uncertainty
in the number of vertices, therefore it is neglected.

The nuclear suppression parametes measured by the ratio of thawyields N;
andNy, the ratio of the efficiencies; andey, and the ratio of the luminositie¥; and
£ for two target materials with the atomic mass numbgrandA;:

1 Nzglsl)
g=— = Jog[2ZL1E) 5.6
log (Az/Aq) g(lez & (5.6)

Therefore, the following function of the luminosities entlee measurement of:

K% . 1 gl
Na? = m|og (Z) . (5.7)

Since the luminosities are independent of the Kinematics, the ratio of luminosities
results in a constant shift af. The values of\a< are listed in Appendix C together
with their statistical uncertainties for all runs.

5.3 Systematic Uncertainties

As it can be seen from Eg. (5.6), uncertainties in the lunitpastio enter the uncer-
tainty of the nuclear dependence with the same weight agtanges in the ratio of
Jw yields and the efficiency ratio. The systematic uncertasngif the luminosity ratio
are studied in the following, separated into two categofié® first category comprises
uncertainties within the framework of the vertex countingthod. The second category
of systematic checks is based on an alternative method taatxthe efficiency ratio
with different systematic influences.
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5.3.1 Uncertainties of the Vertex Counting Method
Response Matrix

The main systematic uncertainty of the vertex counting webtis the uncertainty of
the response matrix. The probability of vertex merging goldteg is sensitive to the
size of the beam spot. In the MC simulation, the beam spot etted by a Gaussian
distribution of the primary vertices with a width of 5Qth and a fixed position on
the wire. The beam position along the wire is known to changend a run, and
a fit of the beam profile along the wire with a Gaussian funcgbows that a beam
width of 450um is more appropriate for some runs. A smaller beam spot leada
increased probability of vertex merging and hence to a nedirtexing efficiency. The
reduction of the vertexing efficiency is larger for carbomesithan for tungsten wires,
due to the lower average track multiplicities in protonbzar interactions. Therefore,
the tungsten-to-carbon efficiency ratio is shifted to largdues by reducing the size of
the beam spot. For a very small beam spot size ofud®0the average efficiency ratio
is increased from 1.24 to 1.42. If this shift is interpolalieéarly to a beam spot size of
450um, the efficiency ratio is increased from 1.24 to 1.27. Theesponding shift in
the nuclear suppression parameteaamounts to

5a"SPONsey, 0,009 (5.8)

This value ofda™sP°"Sqs taken as the systematic uncertainty of the measurement of
due to uncertainties of the vertexing efficiency.

Unfolding Method

The vertexing efficiency is applied to the number of recarcdrd primary vertices by
solving Eq. [(5.3) via a numerical matrix inversion. As a srabeck for the unfolding
method of matrix inversion, another method is used whichagseld on a Bayesian ap-
proach [D’A95]. The Bayesian unfolding method is equivakerthe iterative inversion
of the response matrix described in{iMd7]. Contrary to the matrix inversion method,
the unfolded distribution is smooth and non-negative. Rerunfolding procedure, the
program code provided by D’Agostini is used [D’A96]. A Passdistribution with a
mean value of & is chosen as the prior probability of the number of intecast. The
unfolded number of primary vertices differs by less than t8afthe result of the matrix
inversion method even for the runs with the smallest stesistThe average difference
in the number of primary vertices amounts to approximateb¥€) resulting in a small
shift in the nuclear suppression parametesf approximately 0.001.

5.3.2 Luminosity Ratios from the Track Counting Method

The vertex counting method relies on the correct descnpticthe primary vertex re-
construction in the MC simulation. As a test of the influentthe luminosity determi-
nation method on the luminosity ratio, the luminositiesalkeulated with an alternative
method [SomO00]. The method is based on counting the numlyecohstructed tracks.
It is therefore influenced by different systematic effebtatthe vertex counting method.
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Basic ldea

In the track counting method, the average track multipfirita run is used as a measure
of the interaction rate. The interaction ratés related to the luminosity as follows,

A
20— (5.9)

For the calculation of luminosity ratios, no absolute ndirmaion of Eq. [(5.9) is re-
quired. Assuming that the average track multiplicily) per event is linearly propor-
tional to the interaction rate, the interaction rate can &éeminined from the average
track multiplicity, normalized to the average track muitjty in events with exactly
one interaction{N)®:

AN (5.10)

Since the true number of interactions is unknown in the dattggging criterion is
needed to identify events with at least one interaction. ddreesponding tagging ef-
ficiency e is determined from a MC simulation. If runs with a low intetian rate
are considered, the probability to observe more than oeeaation in an event is very
low. Assuming a Poisson distribution of the number of intéoms, the probability to
observe more than one interaction in runs recorded at arastien rate of 1 MHz is
approximately 6< 10-3. In this “zero-rate limit’, (N)(1) is related to the number of
tagged events in these runs by

(NYD = g1 (\)tagged (5.11)

The luminosity acquired in a run is thus related to the aweragnber of tracks in the
run by

zo_ N (5.12)

gMB (1) <N>tagged
In the derivation of these formulae in [SomO00] it is assunied the number of primary
interactions is Poisson-distributed.

Implementation

In order to use the track counting methodHERA-B, several options are available for
the track selection, the track-vertex assignment, thengggiteria, and the selection of
runs to determingN)%:

e To be considered in the track counting method, a track mussisbat least of a
reconstructed track segment in the VDS.

e The assignment of a track to a wire is performed by a functimvided by the
Grover package. Tracks are assigned to a wire ifythdistance between the track
and the wire is smaller than three (see Section 4.2.3).

e Two alternative methods are used to tag events with at legsimeraction. In one
of the methods, two or more tracks have to be assigned to a Wieeother method
uses a criterion also employed for the interaction trigtfee:number of photons in
the ring-imagingCerenkov counter (RICH) must be greater than 30.
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e The average number of tracks in tagged events in the zezdinait is extracted
from several runs with low interaction rates. Runs 20478¢inl), 20480 (Inner 1),
and 20490 (11B1) were taken in November 2002 using the intieratrigger at an
interaction rate of D MHz. During the runs 20700 (Below 1) and 20701 (Inner 1)
taken in December 2002 at interaction rates.8M\dHz and 13MHz, the interaction
trigger was operated in a transparent mode, i.e. the datpls@onsists of random-
triggered events.

e The average number of tracks is determined as the truncatad of the track dis-
tribution: Events with 50 or more tracks assigned to a wiesthscarded in the mean
value calculation in order to suppress pile-up events acldraund contributions,
for example due to beam—gas interactions.

Results and Comparison to the Vertex Counting Method

The list of possible options shows the main problem of thektaunting method: there
is no unique choice of the free parameters. The computafitmeduminosity ratio is
performed for the track-based and for the RICH-based taggiteyion. To determine
the number of tracks in single interactions, both, runsriaki¢h the interaction trigger
and the random trigger are tested. The resulting averafis AniZ @K in the nuclear
suppression parametervary by up to 0.07. This variation reflects the uncertainty of
the track counting method in the normalization of the lumsibratio. In contrast to
the track counting method, the vertex counting methodséiesavily on Grover, a well-
tested vertexing tool in which the free parameters havadyrbeen tuned.

The parameters of the track counting method have been clsasérthat the values
of Aa in the track counting method and the vertex counting methiedtse same if
averaged over all runs in the calibration period. The syatenuncertainty is derived
from the per-run difference between the luminosities atadifrom the two methods.
Comparisons of the values At obtained from the track counting and from the ver-
tex counting method for the wire combinations 1112 and I1BNovember 2002 are
shown in Fig. 5.1. The comparisons show that the fluctuatiorise luminosity ratio
are smaller for 1112 than for 11B1. In addition, the fluctuaisoare more pronounced in
the vertex counting method than in the track counting meth®dneasure of the dif-
ference between the two methods is the standard deviatitrecthiftsAa for n runs:

1 0 2
Y AgZ-track _ pq-Z vertex) < 513
s= \/n—li_z (Aa a ) (5.13)

The standard deviation of the two methods amounts to 0.00&hé&wire combination
1112 and 0.024 for I1B1. For the final analysis, results frolnate configurations are
combined. Therefore, as an estimate of the systematic taiugrin Ao from the
method of luminosity determination, the arithmetic mearhef standard deviations of
the two wire configurations is chosen:

samethod_ 9 017, (5.14)
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Figure 5.1: Comparison of the luminosity ratios obtained by the vertex counting method and

the track counting method. The figures show the shift in the nuclear sgpne
parametemr for luminosities determined by the methods of matrix inversion and
Bayesian unfolding and for luminosities determined by the track counting method
(a) Runs taken with the wire combination 1112 in the calibration period of Novem-
ber 2002. (b) Runs taken with the wire combination in 11B1 in November 2002.
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Table 5.3: Systematic uncertainties of the luminosity ratio. The total uncertainty is obtained
by adding the individual uncertainties in quadrature. Values in paresghae not
included in the total systematic uncertainty.

Systematic Uncertainty Aa

Minimum-Bias Cross Section (—0.037)

Variation of Response Matrix ~ 4+0.009
Alternative Unfolding Method  £0.001
Track Counting Method +0.017

Total 4+0.019

5.3.3 Uncertainty of the Minimum-Bias Cross Section

For both the vertex counting method and the track countindhatg the nuclear depen-
dence of the minimum-bias cross section is required as art pgrameter. Thus, both
methods are affected by the uncertainty of the nuclear dkpee in the same way.
The minimum-bias cross sections obtained in two differealyses [Car03, Kop04] are
summarized in Table 5.1. For the determination of the luityaratios, the minimum-
bias cross sections for the carbon and the tungsten wirdalae from [Car03]. Using
the minimum-bias cross sections as predicted in [KopO4] stippression parameter
is shifted by

5a°" =0.687—0.724= —0.037. (5.15)

This shift inAa< is the single largest systematic uncertainty in the measemné of the
luminosity ratio. As an uncertainty in the overall normation of the nuclear depen-
dence, it is not included in the combination of systematiea$ but rather taken into
account by reporting the nuclear dependence/wfpdoduction relative to the nuclear
dependence of the minimum-bias cross section, i.e. as fieeaticea?¥ — aVB.

5.3.4 Combination of Systematic Uncertainties

A summary of all systematic uncertainties studied in thigtiea can be found in Ta-
ble/5.3. The systematic uncertainties are combined by gdtim individual contribu-
tions to the shift of the nuclear suppression parameterauuure. The dominant sys-
tematic effect is the uncertainty in the choice of the lumsibyppdetermination method.
The resulting uncertainty ina=<,

sa® =0.019 (5.16)

will be included in the total systematic uncertainty of theasurement of nuclear effects
presented in Chapter 6.
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5.4 Summary

The ratio of luminosities is one of the three main ingredeasftthe measurement of nu-
clear effects in the production ofidmesons. The standard method used #RA-B for
the determination of luminosities is based on counting tivalmer of primary vertices in
random-triggered events. The vertex counting method eseaisployed for calculations
of the ratios of luminosities. As an augmentation of the dteid method to calculate
vertexing efficiencies, the method of unfolding by a resgamsitrix is introduced. The
response matrix is obtained from a MC simulation. The lursityoratios are deter-
mined for all two-wire runs used in the analysis of nuclede@t. The resulting shifts
of the nuclear suppression parameteare documented in Appendix C.

The consistency of the luminosity ratios obtained from tegax counting method
is tested by several systematic studies. The main systeoratertainty originates from
the choice of the method of luminosity determination. Thaltancertainty of the nu-
clear suppression parameterdue to the ratio of luminosities amounts to 0.019. An
additional normalization uncertainty of 0.037 arises frantertainties in the nuclear
dependence of the minimum-bias cross section. Therefwgajuclear suppression pa-
rametera will also be reported relative toMB.

The results presented in this chapter will be used in theviellg chapter to extract
the nuclear dependence gfiJoroduction in proton-nucleus interactions.






Chapter 6

Measurement of Nuclear Effects

In this chapter, the results of the previous chapters adeatet, and the main result
of this thesis is presented, a measurement of the nucleandepce of /@ production.
The nuclear dependence is derived from the ratio/@fptoduction cross sections for
different target materials. To determine the cross sectitin, the ratio of Ap yields
from carbon and tungsten targets is measured. The yielnlisatorrected by the corre-
sponding ratio of detector and trigger efficiencies, andigyratio of luminosities.

The first part of the chapter deals with the determinationhef riatios of the /b
yields and efficiencies and their dependence on th&ihematics. Detailed studies of
the systematic influences on both ratios are discussed Tiegtnuclear dependence of
Jw production is presented in the power-law parametrizatiotdiermining the nuclear
suppression parameter In addition, the nuclear absorption cross section is ete¢ch
from the (pL) parametrization of the Glauber model. The chapter conelwdéh a
discussion of the analysis results and a comparison to ¢hieak predictions and the
results of previous experiments.

6.1 Ratios of J/ ¢ Yields

The ratio of Jy yields from two different target wires is calculated frone thaw” ratio

of reconstructed/) per wire. The ratio of reconstructedpdis corrected by the ratio
of the Ju detection efficiencies. In contrast to the luminosity ratiscussed in Chap-
ter 5, both ratios depend on th&Xinematics. Therefore, they are studied as functions
of Feynman’s scaling variabbe-, the transverse momentupy, and the rapidityy.
Throughout this chapter, the binning of the kinematic Jaga with large bin sizes is
employed, introduced as binning Il in Section 4.3.4. Thecificy ratio is determined
from a detailed Monte Carlo (MC) simulation of th#ERA-B detector and trigger, as
it is detailed in Appendix A. Systematic uncertainties sgpagated into uncertainties
which only affect the efficiency ratio and uncertainties ethare connected to both, the
efficiency ratio and the yield ratio.
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Figure 6.1: Comparison of efficiency ratios for the wire combinations 1112 and 11Binfthe
calibration period of November 2002 as functions ofapnd (b) pr. The large
difference between the efficiency ratios as a functior=gé caused by the trigger
chain.

6.1.1 Efficiency Ratios

To calculate the efficiency ratios, the MC efficiencies tarestruct Ay mesons are first
determined separately for each of the target wires. In agestep, the efficiency ratios
are calculated, bin by bin in the kinematic variables. Attthree, when the measurement
of nuclear effects in/Q production atHERA-B was proposed, it was expected that
all detector efficiencies cancel out if ratios of the meagigeantities are calculated,
and only the difference in the geometrical acceptance legtiee two wires remains.
By comparing the MC simulation and data from the data-takiegga 2002/2003, it
was observed later that this assumption is not valid. Laffjeiency variations are
introduced by the different treatment of the two wires intifigger chain.

A comparison of the efficiency ratios for the wire combinatd1l2 and I11B1 in the
calibration period of November 2002 as a functionxpfand pr is shown in Figl 6.1.
The pr distributions of the efficiency ratios are approximatelystant for both wire
combinations. For the wire combination 11B1, in which twoegifrom the same target
station are employed, the efficiency rationis also approximately constant. For 1112,
a combination of wires from both stations, the efficiencytfa wire from station Il is
decreased by up to 50% for large negatige The dependence of the efficiency ratio
on the wire combination is caused by the limited size of th& &lrget box. In the
SLT algorithm, a target constraint is calculated from thee 9f the target box. The
constraint was wrongly chosen such that a significant foaadf the tracks with large
slopes which originate from the wire in station Il was regettTo incorporate the target
box constraint in the analysis, the efficiency ratio is cltad from MC events in which
the influence of both wires is taken into account in the trigg@ulation. The systematic
uncertainties of the efficiency ratios connected with th€ &lcget box will be discussed
in Section 6.1.3.
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Variations of the efficiency ratios are also observed if #w@es wire combination is
used in different calibration periods. The variations iflshanges in the detector and
trigger performance between the calibration periods whrehimplemented in the MC
simulation. The largest variations of this kind are obsdnvethe “Missing Quadrant”
period, in which parts of the trigger were defective. Thecedficy ratio as a function of
Xr, pr, andy is summarized in Appendix D, Fig. D.[12 for all wire combirats in all
calibration periods.

6.1.2 Strategies to Extract Systematic Uncertainties

Contrary to the case of statistical uncertainties, no contynaccepted prescription is
available to evaluate the systematic uncertainties of asareaent. In the following,
the strategy chosen for this analysis is described.

Quantitative Evaluation of Systematic Uncertainties

One approach to quantify the influence of systematic unicdita on a measured quan-
tity x is to add the changes mcaused by changes in the analysis chain in quadrature.
However, if the statistical uncertainty afis larger than the systematic uncertainties,
no conclusion on the significance of the systematic effeatsle drawn. In particu-
lar, systematic uncertainties evaluated for a subset addltee cannot be assigned to the
full data set with the same magnitude. The problem of lowistes is present in this
analysis. Due to large amount of computing time requiredetoegate and reconstruct
MC-simulated events, the size of the MC data sets is limitexpfmroximately twice the
size of the real data samples. As a consequence, the MC dsi@reanot large enough
to neglect the statistical uncertainties of the MC efficieratios and the yield ratios.
Following the prescription of [Bar02], systematic studidgat show only insignifi-
cant effects are ignored in the calculation of the systammatcertainties. All significant
uncertainties are collected and added in quadrature. Totidpaeviations from the
nominal values ok in n bins of some kinematic variable, thx& statistic of the devia-

tion is calculated: )
o (% — %)

X% = ;T (6.1)

| |
Here,X; is the nominal value in a bin obtained from the standard analysis, and
the value obtained from the study of one particular systenedtect. The statistical
uncertainty ofx; is denoted byo;. The expectation value of? is n— 1. Systematic
effects are insignificant compared to the statistical uadsties, if they result iny?
values much smaller than the expectation value. Consegutrgbe systematic effects
are neglected.

Choice of Data Sets

The evaluation of systematic uncertainties is performesetaon two of the ten sub-
samples of the 2002/2003 data-taking period, the target wombinations 1112 and
11B1 from the calibration period of November 2002. This cleoad subsamples cov-
ers two different types of two-wire setups. 11B1 is a setughwiires from the same
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target station, and in 1112, wires from different targettistas are utilized. The effects
of systematic variations are illustrated for the wire conaion 11B1 unless indicated
otherwise.

Significant systematic effects are re-evaluated usinguhehalysis chain for the
entire data set to quantify their influence on the combineditef the analysis. For
some of the studies, an extension to the entire data set wasoasible for technical
reasons. In this case, the arithmetic mean of the uncagsifor 1112 and I11B1 is taken
as the final systematic uncertainty. This strategy is chbseause the combined result
of the analysis is calculated by averaging results of sglisfahe data as well.

6.1.3 Systematic Uncertainties of the Efficiency Ratios
Kinematic Weights

In order to check the influence of the shape of the kinemastridutions on the effi-
ciency ratio, the kinematic weights used in the MC generatewaried. The efficiency
as a function of a single kinematic variable is largely inelegent of the MC model used
for the same variable. However, a change of the MC model nfagtahe efficiency as
a function of other kinematic variables in the case of catrehs between the efficien-
cies. Therefore, visible effects of reweighting one of theiables are expected in the
efficiency as a function of the other variables.

Since the weights foxg and pr used in theHERA-B MC simulation factorize by
construction, each of the weights is varied independemntynodify the transverse mo-
mentum distribution, the parametgg of the pt parametrization in Eq. (4.9) is varied.
Four different combinations are chosen, in which the défalles ofpp = 2.9 GeV/c
for carbon wires angy = 3.1 GeV/c for tungsten wires are varied hy0.1 GeV/c.
The distribution ofxg is modified by varying the asymptotic slogeof the xr shape,
defined in Eq./(4.8). Motivated by the large uncertainty @& th shape observed in
the analysis of differential distributions, the valuefis varied by+1. The changes
of the efficiency ratio as a function @ by varying thexg weights and vice versa are
illustrated in Figl 6.2 (a) and (b). Ther shape is practically unaffected by changes in
thexg shape. The largest systematic deviations irthghape are observed for the two
extreme choices of the transverse momentum paranmgter3.0 GeV/c for both wires,
andpg = 2.8 GeV/c for carbon wires angy = 3.2 GeV/c for tungsten wires. However,
both effects are small if they are compared to the statigticeertainties.

Spatial Variation of Detector and Trigger Efficiencies

The efficiency of the FLT to find events with at least two tramdentified by the SLT
is parametrized by the FLT efficiency map. The two-dimenaiqmnojection of the effi-
ciency map to the detector layer TC2 (see Fig./A.6) shows Ispgéal variations of the
efficiency. To estimate the influence of the efficiency vaoia in the FLT on the effi-
ciency ratio, the FLT efficiency is replaced by a uniform eéicy of 0.5. The largest
effect of this variation is seen in the efficiency ratio as action of xg, as depicted in
Fig.[6.2 (c). The result of the study suggests that the efffigigatio becomes flatter
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Figure 6.2: Summary of systematic uncertainties in the efficiency ratio for the wire combi-
nation 11B1 in the calibration period of November 2002. (a) Variation ofghe
kinematic weights. (b) Variation of the- kinematic weights. (c) Comparison of
realistic and uniform FLT efficiencies. (d) Variation of muon detector amdrig-

ger efficiencies. (e)—(f) Variation of target box parameters. The scal¢éhey-axes

are zero-suppressed.
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by using a uniform FLT efficiency. However, the effect is graficant compared to the
statistical uncertainties.

The muon pretrigger is the first step in the trigger chain farom pairs. There-
fore, already small variations in the muon pretrigger edficly are visible in thexy-
distribution of triggered tracks. The muon pretrigger éfincy depends on the effi-
ciencies of the muon pad cells and the Pretrigger Opticétd {iPOL). Therefore, the
systematic influence of spatial variations in the pad and Bfiitiencies on the ratios
of muon pretrigger efficiencies is evaluated. The ratio obmpretrigger efficiencies
is determined from the muon pretrigger simulation. The mpiatrigger efficiency ra-
tio obtained from the standard pad and POL efficiencies fercdibration period of
November 2002 is compared with a simulation, in which theigificies are taken from
the calibration period of October 2002. Samples of 100,0@D étents from each of
the wires are passed through the muon detector hit preparatid the muon pretrigger
simulation both for the standard and for the “swapped” edfficies. The ratio of effi-
ciencies as a function o is compared to the standard efficiency ratio in Fig. 6.2 (d).
The muon pretrigger efficiency ratio is shifted significgriity changing the efficiencies
of the muon pad cells and the POLs.

For the study of systematic effects in the muon pretrigggciehcy ratio, only the
first step of the trigger chain is simulated. The final efficiematio depends linearly
on the muon pretrigger efficiency ratio. To calculate theuerice of the systematic
uncertainties on the final ratio of efficiencies, the sizehef tincertainties is scaled by
the ratio of the final efficiency ratio to the muon pretrigg#iceency ratio. The resulting
systematic uncertainties of the efficiency ratios for theewebmbinations 11B1 and 1112
are averaged before they are applied to the final result cirtiagysis.

Target Box Simulation

For wire combinations from both target stations, a changgpab 50% is observed in
the efficiency ratio as a function @&. The origin of the variation is the target box con-
straint used in the SLT. A simulation of the target box is uaigd in the SLT simulation
program. However, due to the large variation of the efficjenatios, a systematic study
of the uncertainty connected with the target box is desgabl

Four parameters influence the target box calculation: tiséipos of the two wires
in their moving directionsyw; andws,, and thex- andy-components of the beam posi-
tion, by andby. The estimated maximum uncertainty for each of the fouripatars is
1 mm. In order to allow for systematic studies of target-bebated effects, the steps
of the SLT simulation which depend on the target box are satedl for different tar-
get box parameters. Beginning with the L2Magnet algorithra,last steps of the SLT
simulation are carried out for 32 different combinationsshifts in one or two of the
parameters by 1 mm. The influence of combinations of shifttherefficiency can be
evaluated by expanding the efficiency around the nominalieffcy [Med0O4a]. Using
the notation& = (X1, X2, X3,Xa) = (W1, Wa, by, by) andAX = (Axy, Axp, Axz, AXs), a Taylor
expansion of the efficiencyup to second derivatives reads:

DX AX;. (6.2)
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The partial derivatives are replaced by finite differencesveen the values at equidis-
tant sampling points with the distanbe= 1 mm, given by the different combinations
of shifts inX:

de(X)  e(...,xi+hi,...)—¢e(...,x—hi,...)

X - 2h; ’ (6.3)
028(2) :s(...,Xi—|—hi,...)—|—£(...,Xi—hi,...)—ZS(...,Xi,...) (6.4)
ox? h? ’ '
0%¢(X) _8(...,Xi+hi,...,Xj—i—hj,...)—i—S(...,Xi—hi,...,Xj—hj,...)_
0Xi0X; it 4hih;
8(...,Xi—hi,...,X'—|—h',...)—|—€(...,Xi—|—hi,...,X'—h',...)
L AR L b2 (6.5)

The wire positions are continuously monitored during thiadaking. The uncertainty
of the wire position from this measurement is approximafedy , = 0.1 mm. The es-
timated accuracy of the beam position amountaltpy = 1 mm [MedO4b]. The SLT
efficiency is evaluated as a function of the kinematic vdeskr and pr, which are
calculated from the true MC momentum of thie.JUsing the formulae above, 100,000
random combinations of beam and wire shifts within the utadety ranges are gener-
ated for each bin i andpt. The systematic uncertainty of the efficiency ratio in a bin
is obtained from the standard deviation of the efficienciprdistributions in the bin.

Systematic uncertainties of the target box simulation &eduated for the same-
station wire combinations 11B1 in the calibration period afMember 2002 and the
two-station combination B10O2 in January 2003ﬁ(.|l7he largest effect related to the
target box constraint is observed for I11B1. The variatiorhef SLT efficiency ratio for
I1B1 as a function okg and pr is shown in Figl 6.2 (e) and (f). The uncertainty of the
efficiency ratio is smaller than 1.7% for all bins of all saeghnd scales approximately
linearly with the largest uncertainty of the input param&t®y assuming an uncertainty
of the beam position of 0.5 mm, the target box uncertaintgss than 1% for all bins.
The uncertainties of the SLT efficiency ratio can be appleethe final efficiency ratio
without further scaling, because the final efficiency ragipractically unaffected by the
remaining step of the trigger chain, namely the FLT efficien@p. The systematic
uncertainty of the target box is small compared to the sizgisuncertainty.

6.1.4 Systematic Uncertainties of J/ ( Yield Ratios

To evaluate the systematic uncertainties in the deteriomaff the ratio of Ap yields,
the number of @ in all runs of a calibration period are added in order to emsuificient
statistical precision of the measurement. The ratio of tivalver of Jy is corrected by
the efficiencies valid for the calibration period. In all sy®atic studies, the quantity

C W
RIS 2N (6.6)
T W SN

IFor technical reasons, the MC simulation of the wire comtima 112 in November 2002 could not
be used for the study of systematic effects due to the SLEtdngx.
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Figure 6.3: Systematic checks ofyl yield ratios for the wire combination 11B1 in the cali-
bration period of November 2002. (a) Yield ratio as a functioppfvariation of
efficiency correction method. (b) Yield ratio as a functiorxgfvariation of event
selection cuts.

is calculated as a function of the kinematic variables. HM¥ andNC are the raw
number of Ay reconstructed on the tungsten and the carbon wire in @ within a
calibration periodj, andejC andeJW are the corresponding MC efficiencies for the cali-
bration period.

Invariant Mass Fit

The determination of /b yields is based on fits to the invariant mass spectra. Fits
to mass spectra with a low number gfyJn the presence of background events are
more stable if the number of free parameters is reduced. geusised in Section 4.4.1,
the reconstructed mass and width of the Signal in the data depend only weakly on
the kinematic variables. Therefore, a systematic studyerfopmed in which the /D
mass and width in the data are fixed to the average valugs-08093 MeV/c? and

o = 39.6 MeV/c?. The Jy mass and width in the MC simulation show a stronger de-
pendence on the kinematic variables, therefore, they refnree parameters for fits to
MC-simulated invariant mass spectra. The influence of fixregnhass and width on the
JA yield ratio is negligible, as can be seen from Fig! 6.3 (a).

Efficiency Correction Method

The standard method to obtain the efficiency-correctedilligion of Jy from the raw
number of Ay is a one-dimensional correction, i.e. a correction peréttin by bin in
a single kinematic variable. This method is easy to impldraad robust. However, cor-
relations between the kinematic variables are neglectedrder to test the influence of
the method of efficiency correction (R‘f Y the Ju yield ratios obtained by two alterna-
tive efficiency correction methods are compared with thelted the one-dimensional
bin-by-bin correction.
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The method of Bayesian unfolding [D’A95] (see also SedtiéhB.is applied for a
single kinematic variable. In the unfolding algorithm, raanformation from the MC
simulation is utilized than in the one-dimensional effiagmrorrection by taking into
account the probability for an event to “migrate” betwedfedent bins of the kinematic
distributions. The resulting/J) yield ratio as a function opy is compared to the result
of the standard analysis in Fig. 6.3 (a). The influence onAbgiéld ratio is small if it
is compared to the statistical uncertainties.

If the bin-by-bin correction is performed only in a singlen&matic variable, it is
assumed that all other variables and their correlationprangerly modelled in the MC
simulation. TheHERA-B MC simulation does not include correlations betwegemand
pr. However, as can be seen from Fig. 6.4, xheand pr efficiencies are correlated.
For large transverse momenta, thierange covered by theERA-B experiment is ex-
tended to larger negative: values. As it is shown in Section 4.3.5, the description of
the xg distribution of Jy in the MC simulation and the data reveals discrepancies for
large negative: and values okg > 0. To check the influence of the discrepanciesHn
on thexg and pr distributions, a two-dimensional efficiency correctiorperformed.
The efficiency is obtained from a MC simulation in which themher of generated and
reconstructed/ is determined for two-dimensional intervalsxa and py. For both
variables, the same binning as in the one-dimensional sassed, hence the events are
distributed over & 7 bins. To avoid instabilities of the invariant mass fits duée low
average number ofJ in single bins, the b mass and width are fixed to their average
values ofu = 3093 MeV/c? ando = 39.6 MeV/c?. In addition, the determination of the
amount and the shape of the background in the invariant npagsram is complicated
by low statistics. Therefore, no background is added to tedignal before the invari-
ant mass fit. The resulting change in the yiield ratio is shown in Fig. 6.3 (a), for which
the two-dimensional matrix of yield ratios is projectedmn The two-dimensional cor-
rection method shows a systematic influence on the traresweosnentum distribution
of J yields which is of the same size as the statistical unceigsin
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Event Selection Criteria

Further systematic changes in the ratio Af yields could arise from employing dif-
ferent criteria to select events witfildcandidates. By imposing stronger cuts on the
guality of the tracks and vertices, a cleaner sample is obthialbeit with a lower num-
ber of events. In order to test the influence of thiesklection on the/y yield ratio, the
following three additional cuts are applied:

e The average transverse momenta of muons from the two-bazhydiy — putu~
follows a distribution with a maximum at half théydmass. The transverse mo-
menta of background events are mostly smaller than 1/@eWherefore, back-
ground is suppressed by increasing the standard cpt of 0.7 GeV/c to pt >
1.2GeV/c.

e The standard cut on the muon likelihoodlainu > 0.01 selects almost all tracks in
an event which are matched to hits in the muon detector. Bgasing the cut to a
value oflmmu > 0.1, a cleaner set of muons is selected.

e Pairs of muons are fitted to two-prong vertices. A largertfoscof random com-
binations of background muons is suppressed if the miniméprobability of the
vertex fit is increased from 16 to 0.1.

The resulting dp yield ratios as a function gy are shown in Fig. 6.3 (b). The influence
of the stricter muon likelihood cut is small compared to tkegtistical uncertainties.
However, the transverse momentum cut and the vertex pridgigadut show sizable
effects.

6.1.5 Summary of Systematic Uncertainties

The results of the systematic studies on the MC efficiendy &atd the ratio of @ yields
are summarized in Tables 6.1 and 6.2. For all bins ofx¢hand thepr distributions,
the x? values of the deviations from the standard analysis areilzéxl according to
Eqg. (6.1) and compared to the expectation value-efl for n bins.

The largest influence on the efficiency ratio, both as a fonotif x- and pr, orig-
inates from the variation of the muon pad cell and POL efficies: The uncertainty
of the Jy yield ratio is dominated by the effect of changing the ormaaetisional to a
two-dimensional efficiency correction. Less important $iiit sizable is the influence
of the transverse momentum cut and the vertex probability Al these uncertainties
will be included in the evaluation of systematic uncertamtof the final result. All
other systematic uncertainties are much smaller than #tiststal uncertainty and will
therefore be neglected. The largest valug®f(n— 1) neglected for the final evaluation
of the systematic uncertainties corresponds to a probabili97% that the distribution
of efficiency ratios or yield ratios obtained from the sysaimstudy is compatible with
the nominal distribution.
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Table 6.1: Summary of systematic uncertainties of the efficiency ratio for the wire combimatio
[1B1 in the calibration period of November 2002. The cumulative effecthef

systematic studies farbins inxg or pr are quoted ag?/(n— 1).

Systematic Study ¥:x?/(n—=1) pr:x?/(n—1)
xr SlopeC — 1 0.050/5 0.056/6
Xe SlopeC + 1 0.050/5 0.155/6
pr Slopepo1 = 3.0GeV/c, pop1 =2.8GeV/c  0.009/5 0.091/6
pr Slopepg, 1 =3.0GeV/c, pop1 =3.0GeV/c 0.543/5 0.053/6
pr Slopepo, 1 =3.2GeV/c, pop1 =2.8GeV/c 0.520/5 0.092/6
pr Slopepo,1 = 3.2GeV/c, pop1 = 3.0GeV/c 0.011/5 0.038/6
Uniform FLT Efficiency 0379/5 0.340/6
Swapped Muon Efficiencies B74/5 13540/6
SLT Target Box ®25/5 0.358/6

Table 6.2: Summary of systematic uncertainties of the yield ratio for the wire combination
I11B1 in the calibration period of November 2002. The cumulative effecthef

systematic studies farbins inxg or pr are quoted ag?/(n—1)

Systematic Study ¥:x2/(n—1) pr:x?/(n—-1)
Bayesian Unfolding (B44/5 0.762/6
Fixed Ju Mass/Width 0882/5 0.951/6
Two-Dimensional Correction  .273/5 4.749/6
Muon pr > 1.2GeV/c 1.185/5 1432/6
Muon Likelihoodlmmu > 0.1  0.357/5 0.099/6
Vertex prolfx?, ngof) > 0.1 1.301/5 1.794/6

6.2 Nuclear Effects in J/  Production

In the previous section, the methods to extract flyeyield ratios and to correct they
yield by the ratio of efficiencies have been described. Batoeecombined result of the
measurement of nuclear effects jiw production is presented, the methods available to
combine the results of all calibration periods are intratuicThe full analysis chain is
applied first to a control sample, in which no nuclear effeets be extracted from the
ratio of cross sections. Finally, the combined results of #malysis are presented and
compared with results of previous experiments and withritezal predictions.
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6.2.1 Combination of Data Samples
Weighted Average of Single Results

Results obtained from different subsets of the data are cwedbby the method of
uncertainty-weighted averages:

_ LW
YW
Here,a is the combined resulf is the number of subsets;, are the subset results, and
g; are the uncertainties of the subset results. If the subseis@ependent of each other,
the uncertainty otr is obtained by Gaussian error propagation:
2_ 1 .
YW
The consistency of the average results within the uncemaican be tested by evaluat-
ing the x? statistic:

,  withw; = (6.7)

1
’ a2

Oa (6.8)

X*= _iWi (ai—a)?, (6.9)

which has the expectation valme- 1 if the uncertainties of the single results follow a
Gaussian distribution. Eq. (6.9) allows an a-posteriat ¢ the size of the uncertainties
assigned to the single measurements. The uncertaintieomextly determined if a
value ofx?/(n—1) ~ 1 is obtained.

Measurement Principle

In the HERA-B experiment, the nuclear suppression paraneetsrdetermined in runs
with two wire targets operated simultaneously by measuhiedgollowing three ratios;

e the ratio of Jy yields on the carbon and the tungsten wi&,andNY,
e the ratio of the efficiencies® ande", and

e the ratio of the luminositie?© and £W:
NW (C  oC

The advantage of such a relative measurement is thatiediré influenced in the same
way by systematic effects of the detector and trigger, iigas on which of the target
wires they are produced. All time variations of the efficiesacancel out by calculating
ratios of the measured quantities. However, Eq. (6.10) aiabe applied directly. It
has to be translated into a measurement prescription whedepres the “cancellation
mechanism” and allows to extract a meaningful result frona damples with limited
statistical precision at the same time. The choice of thesomeanent prescription is
restricted by the following aspects.

(6.10)

e The number of Wy is determined from fitting the number of signal and backgtbun
events in the invariant mass spectrum of muon pairs. Withrtteéthod, a minimum
number of Ay is required to obtain stable fits to the spectrum and to sepéna
Jw signal from the background.
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e The detector and trigger efficiencies derived from the MCusation are averaged
over calibration periods. Hence, they are only valid if tfecency corrections are
applied to all data from the entire calibration period.

e The luminosity is determined from events recorded with #iredom trigger, which
is operated in parallel to the dilepton trigger. The lumityodetermination is based
on counting primary vertices. The statistical precisionhié procedure requires a
minimum number of vertices. Therefore, luminosities a@@ated on a run-by-run
basis.

In the following, two alternative methods of extracting ardoned result or for all
runs in all calibration periods are discussed.

Method |: Combination of Calibration Periods

Using the method of combining entire calibration periotig, final nuclear suppression
parametera is obtained in two steps. For all calibration periogsthe suppression
parameten; is calculated separately, amdis given by the weighted average of all
aj. This strategy is motivated by the fact that the efficiencleaved from the MC
simulation are average efficiencies for entire calibragienods. To obtaiw|, the events
of all runs in a period are summed, and thg Vield is determined from a fit to the sum
of the invariant mass spectra. The Jield is corrected by the MC efﬁciencieﬁw
and by the sum of the single-run luminosities. If the lumities of different runs are
combined, a correction for the varying random trigger rasesequired. Due to the
low trigger rates of the order of 100 Hz compared to the imtigva rate of 5 MHz,
the probability for an event to be triggered by the random teddilepton trigger at
the same time is negligible. Therefore, the total numbervehts in a run is given
by the sum of the number of random-triggered and dileptmuéred events to a good
approximation. Hence, an appropriate correction factadhésratior@ of dilepton
triggers to random triggers:

(g _ number of dilepton tr!ggers (6.11)
number of random triggers

By correcting the luminosity with™9, the fraction of luminosity acquired in random-
triggered events is scaled to the luminosity fraction aegliwith the dilepton trigger.
Thus, the “trigger density” of all runs is equalized. Theued ofr9 for all runs
analyzed for this thesis are extracted from the databaseedfiRA-B data acquisition
system and listed in Appendix C. In summary, the prescrigiioextracta; reads:

C tri
a; Olog D TLUAD 1L (6.12)
e TINT wigW )’

where the run indekis restricted to all runs in the calibration peripdf the method of
combining entire calibration periods is used, the numbdfiwand the luminosities can
be determined with good precision. However, the sum of saticeq. [(6.10) is replaced
by a ratio of sums, and no explicit cancellation of efficiesadis achieved.
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Method II: Combination of Single Runs

A method which preserves the cancellation of efficienciestrbe based on the eval-
uation of a for short time intervals. A compromise between short tintervals and
good statistical precision of the individual results isridun the evaluation ofr on a
run-by-run basis:

e N —> . (6.13)
£ A

The luminosity weightr™9 required for the method of combining calibration periods
cancels out in this approach. The combined resulér @, obtained from the weighted
average of the results for all rung all calibration periodg. The ratio of efficiencies
obtained from the MC simulation is averaged over all runsaaléoration period. There-
fore, it can be applied as an average correction if all runhénperiod are analyzed,
although the correction may not be appropriate for singhsridue to the small number
of Jw in some runs, the method of combining single runs introducegrtainties in the
determination of the number ofylby a fit to the invariant mass spectrum. To stabilize
the fit, the Ap mass and width are fixed to their average valugs 63093 MeV/c? and

o =39.6MeV/c?.

Comparison of the Methods

Both methods of combining single data sets are tested on mtatathe wire combina-
tion I1B1 in the calibration period of November 2002. A comgpan of the resulting
nuclear suppression parametens a function ok and pr is shown in Fig. 6.5. The
difference between the methods is very small compared tst#tistical uncertainties of
the measurement. The method of averaging single runs haslithatage that due to the
relatively short time period of single runs, the cancedlatmechanism is preserved to a
good approximation. In addition, slightly better statiatiuncertainties of the combined
results are achieved. Furthermore, no additional cooedtctors are required, as for
the luminosity ratio in the method of averaging entire aalilon periods. Therefore,
the method of averaging single runs is chosen to presenticechbesults of the nuclear
suppression parameterin the following.

6.2.2 Control Sample

To establish the effects of nuclear suppressioryinproduction, the analysis applied
to data collected in two-wire runs with carbon and tungssgegdts is also applied to
a control sample in which no nuclear effects can be measuFed.this purpose, a

data sample of comparable size to the carbon-tungsten samwals recorded with the
carbon-carbon combination B112 during the calibrationgenf January 2003 (11). By

analyzing the control sample, the uncertainties of the labsmormalization and the
kinematic dependence of nuclear suppression are quanfliiedratio of cross sections
on the two wires in a run,

B1 BL I2 12
N %
RiCC: _GI|2 - I|2 ‘%'ﬁ’ (6.14)
N~ &5 4

Oi
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Figure 6.5: Comparison of methods to combine data sets for the wire combination I11B1 in
November 2002. (aXr distribution. (b) pr distribution. The data points are
shifted from the bin centers for better visibility. The scales onythaes are zero-
suppressed.

is determined for all runs of the wire combination B112, ane treighted average®c
is calculated. The cross section ratio is expected to hawadue R°C = 1 and to be
independent of the kinematic variables. The observedhligions ofR“C as a function
of xg and pr are depicted in Fig. 6.6, together with the fit results. Witthie statistical
uncertainties, all distributions are compatible with aseabfRCC = 1.

The analysis of the control sample shows that the influensgsiEmatic effects on
the shape and the normalization of the nuclear suppressasunement is small. How-
ever, the shapes of the and pr distributions ofRCC suggest thaR© is systematically
overestimated aroung = —0.1 and underestimated for large. The control sample
contains only a single wire combination from a single calilam period, and different
uncertainties could be present in other subsamples of thddta set. At the time of
writing this thesis, a small remaining discrepancy betwtbendata and the MC simu-
lation exists, as discussed in Section 4.3. However, therea indications for large
uncertainties.

6.2.3 Nuclear Suppression Parameter
Combined Result

The central result of this thesis, a measurement of the auslgppression parameter
a, is presented in this section. The final resultmis obtained from a combination
of all two-wire runs by the method of averaging single runsFig 6.7, the combined
result fora is presented as a function of the kinematic variabdespr, andy. The
numerical values ofr as a function ofxg, pr, andy are summarized in Tables 6.3,
6.4, and 6.5, together with their statistical and systematcertainties. The measured
distributions ofa—separately for each wire configuration and calibrationquerare
shown in Appendix D, Figs. D.183, D.14, and D.15.
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Figure 6.6: Average cross section ratiR°C measured in the control sample from the wire
combination B112 in the calibration period of January 2003 () x@&)ependence.
(b) pr dependence. The lines indicate the central values and statistical urtiestain
of fits to the distributions with a constant. Tiescales are zero-suppressed.

The measurement af (xg) extends existing measurements of nuclear effects in
Jw hadroproduction at fixed-target energies to the previouslgxplored region of
—0.375< xg < —0.1. The observed nuclear suppression in this region is vemiasi
to the suppression fog 2> —0.1, wherea(xg) can be compared with previous results.
The nuclear suppression parameter increases with inogepgi For large transverse
momenta, values af > 1 are observed, i.e. an enhancemenf@fpioduction. This be-
havior ofa(pr) is a consequence of transverse momentum broadening, aghdedso
Section 3.4.1. The rapidity distribution of the nucleargssion is strongly correlated
with thexg distribution. Therefore, the measurementidy) serves as a cross-check of
a(xg) with better resolution in the kinematic rangexgf~ 0. The distribution otx(y)
shows a slightly increasing with decreasiny. However, within the uncertainties, this
effect is not significant.

As a test of the consistency of the uncertainties assignéldetoneasurement, the
x? statistic of the weighted average is evaluated. As showrabi€E 6.3, 6.4, and 6.5,
the values ofy?/ngof are smaller than unity for almost all bins of the kinematiciva
ables. Therefore, the size of the statistical uncertarggsigned to the measurement is
realistic.

Systematic Uncertainties

The total systematic uncertainty of the measurement of tickear suppression param-
etera is calculated from all significant effects observed in thevpus studies of sys-
tematic uncertainties. Systematic uncertainties fountthénefficiency ratio, in the/j
yield ratio, and in the ratio of luminosities are combinear Each bin of theg, pr,
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Figure 6.7: Nuclear suppression parametens a function okg, pr, andy. In addition to the
absolute value ofr, the value ofa is shown relative to the nuclear suppression
parameter for the minimum-bias cross sectioMB. (a) g distribution, average
value ofa(xg) (solid line), and uncertainty of average (dashed lines).pgbjlis-
tribution. (c)y distribution. The error bars indicate the statistical uncertainties and
the quadratic sum of the statistical and the systematic uncertainties. Themtales
they-axes are zero-suppressed.
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Table 6.3: Nuclear suppression parameteas a function okr. For all bins of thexg distribu-
tion, the measured values ofxg) are presented together with their statistical and
systematic uncertainties and the quality of the weighted average.

Bin Minimum Maximum a(xg) X2 /Ndof Systematic
Number Xg Xg Uncertainty

1 -0.375 —0.200 Q972+0.020 773/140 0021

2 —0.200 -0.125 Q980+0.009 1210/140 Q020

3 -0.125 —0.075 Q970+0.007 1177/140 0021

4 —0.075 —0.025 0967+0.006 1460/140 Q020

5 —0.025 Q025 0962+0.007 1257/140 Q020

6 0.025 Q125 0967+0.014 1031/140 Q024

Table 6.4: Nuclear suppression parameteas a function opy. For all bins of thepr distribu-
tion, the measured values of pr) are presented together with their statistical and
systematic uncertainties and the quality of the weighted average.

Bin Minimum  Maximum a(pr) X2/ Ngof Systematic
Number pr[GeV/c] p7[GeV/c] Uncertainty

1 0.0 05 0.899+0.009 1095/140 Q037

2 0.5 10 0.948+0.006 1273/140 0024

3 10 15 0.964+0.007 1536,/140 Q022

4 15 20 0.994+0.008 1178/140 0026

5 20 25 1012+0.012 1031/140 Q025

6 25 35 1052+0.014 770/140 Q038

7 35 50 1128+0.033 459/140 Q046

Table 6.5: Nuclear suppression parameteas a function ofy. For all bins of they distribu-
tion, the measured values ofyy) are presented together with their statistical and
systematic uncertainties and the quality of the weighted average.

Bin Minimum Maximum a(y) X2/ Ndot Systematic
Number y y Uncertainty

1 225 275 09374+0.021  720/140 Q025

2 275 300 0982+0.011 1198/140 0028

3 3.00 325 0978+0.007 1537/140 Q020

4 325 350 0973+£0.007 1328/140 Q0020

5 350 375 0963+0.007 1152/140 0021

6 375 400 0962+0.009 1192/140 Q020

7 4.00 450 0941+0.018 925/140 Q0020
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Figure 6.8: Systematic uncertainties of the nuclear suppression paramnet@) xr distribu-
tions. (b)pr distributions. The standard analysis is compared to modified versions
of the analysis, in which two-dimensional efficiency corrections and stroctes
on the transverse momenta of the muons and on the probability of the vertex fit a
performed. The scales on thieaxes are zero-suppressed.

andy distributions, the systematic uncertainties are addedaudcpture. The following
main sources of systematic effects are identified.

e Selection criteria forJ/y candidates.As an alternative to the standard selection,
transverse momenta larger thar? GeV/c are required during the selection of
muons, and dimuon vertices are accepted if tigéiprobability is greater than 0.1.

e Method of efficiency correctionThe efficiency correction is performed using a
two-dimensional matrix of efficiencies as a functionxpfand pt instead of one-
dimensional corrections ix: and pr separately.

o Efficiencies of the muon detector and the muon pretrigdére efficiency ratio of
the muon pretrigger is calculated for muon pad cell and PQiciefhcies from a
different calibration period.

e Method of luminosity determinatioithe luminosity ratio is extracted from a track-
counting method instead of the standard method of countinggpy vertices.

The systematic uncertainties due to additional analysis ate determined from
a comparison of the final value of the nuclear suppressioanpeter obtained from
the standard analysis with the value obtained by using tké@iadal cuts. Similarly,
the one-dimensional efficiency correction is replaced byw@dimensional correction
for the entire data set. The resulting projections of thdearcsuppression parameter
a(Xg, pr) onxg andpt are compared to the results of the standard analysis. Thkges
of these comparisons are depicted in Figl 6.8. The estinfilbe aincertainty due to the
efficiency of the muon detector and the muon pretrigger isiobtl from applying the
efficiencies valid for the calibration period of October 2G0 data taken in November
2002. The deviations observed for the wire combinationd &hid 11B1 are scaled to the
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full efficiency ratio, averaged, and utilized as the systienacertainty, as discussed in
Section 6.1.3. The determination of systematic unceréanih the measurement of the
luminosity ratio is described in Section 5.3.

All significant systematic uncertainties of the nuclearmegsion parameter are
summarized in Table 6.6. The dominant source of systematientrinties is the lu-
minosity determination which accounts for uncertainti€9.®19 for all bins of the
kinematic distributions. The systematic effect due to theomdetector and muon pre-
trigger efficiencies is smaller than 0.01 for most kinemahtits. The efficiency correc-
tion method has little influence an(xg). However, uncertainties of 0.01 and larger are
found fora(pr). The systematic influence of changing thg delection criteria is the
smallest of the effects under study.

6.2.4 Comparison to Previous Experiments

One of the most important motivations to perform a measunéroknuclear effects

in Jw production aHERA-B is the possibility to extend the kinematical range of the
nuclear suppression parametdxg) to negative values ofr. This analysis covers the
range of—0.375< xr < 0.125. In the entire range, the nuclear suppression parameter
is approximately constant. Therefore, as a first step, armgeevaluar is calculated by
fitting a constant to theg distribution ofa:

o = 0.969+ 0.003(stat) + 0.021(syst) for —0.375< xg < 0.125 (6.15)

The statistical uncertainty of the average is taken fromfith@and the systematic un-
certainty is the arithmetic mean of the systematic unaetitss of all data points. The
result of this analysis is in agreement with a previous aisiwithin theHERA-B col-
laboration, which is based on data taken during HERA-B commissioning run in
2000 [Bru02b]:

a(Jp — utu~) =1.02+0.04(stat) 0.02(syst)  for —0.105< x¢ < 0.017,
a(Jy — e"e”) =0.93+0.07(stat) £0.02(syst)  for —0.056< xg < 0.032

The estimate of the systematic uncertainties of the prevanalysis is smaller than
the value assumed for this analysis, because an uncert#imyproximately 0.01 is
assigned to the luminosity determination, whereas thityaisdinds a value of 0.019.

The value obtained far is compared to results of previous experiments which cover
a kinematic range close t¢ = 0:

_ {O.9SSi 0.010 for—0.1<xg< 0.1 averaged from E866 [Lei0O0], (6.16)

0.925+0.015 for—0.1<xg< 0.1 NAS5O [Ale04].

Both values ofa include statistical and systematic uncertainties. Thee/afa is
compatible with the result of the E866 experiment. The ayenauclear suppression
parameters measured in this analysis and in E866 are glighgker than value measured
in the NA50 experiment.

In addition to the average value, also the shape of the nuslggpression parameter
a is compared to previous experiments. Comparisons ofgdtaand thepr distributions



6.2 Nuclear Effects id/p Production 135

Table 6.6: Summary of systematic uncertainties on the nuclear suppression paranater
function of the Ap kinematics. The uncertainties due to stricter cuts on the trans-
verse momenta of the muons and on the vertex probability, due to the method of
efficiency corrections, due to the ratio of muon efficiencies, and due toatie
of luminosities are shown for all bins of the, pr, andy distributions. The bin
numbering is the same as in Tables 6.3} 6.4/ and 6.5.

Bin Transv. Momentum Vertex 2D Efficiency Muon Luminosity
Number pr >1.2GeV/c Prob.> 0.1  Correction  Efficiencies Ratio
G(XF)
1 0.006 Q003 < 0.001 Q007 Q019
2 0.002 Q002 Q003 Q003 Q019
3 0.007 Q001 Q001 Q006 Q019
4 0.003 Q003 < 0.001 Q005 Q019
5 < 0.001 Q001 Q002 Q007 Q019
6 0.011 Q002 Q003 Q008 Q019
a(pr)
1 0.003 Q004 Q030 Q007 Q019
2 0.003 Q002 Q013 Q007 Q019
3 0.002 Q004 Q005 Q008 Q019
4 0.004 Q001 Q012 Q012 Q019
5 0.006 0011 Q008 Q008 Q019
6 0.027 Q008 Q013 Q010 Q019
7 0.005 Q011 Q038 Q011 Q019
aly)
1 0.003 Q008 - 0014 Q019
2 0.013 Q011 - 0011 Q019
3 0.007 Q002 - 0001 Q019
4 0.006 Q003 - 0002 Q019
5 0.002 Q001 - 0009 Q019
6 0.001 Q006 - 0003 Q019
7 0.005 Q002 - 0002 Q019
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Figure 6.9: Nuclear suppression parametercompared to results of previous experiments.
(a) xg distribution compared to E866 [Lei0O0] and NA5O0 [Ale04]. () distribu-
tion compared to the SXF (smaff) setup of E866. The error bars indicate the
guadratic sum of the statistical and the systematic uncertainties. The scéles on
y-axes are zero-suppressed.

of a are shown in Fig. 6.9. The transverse momentum distributienagrees well with
the distribution measured by the E866 experiment for the @xtallxg) configuration.

In the overlap region of (xg), i.e. forxg > —0.1, the result of this analysis is compatible
with the E866 result, and both results are slightly largantkhe result of the NA50
experiment. All three distributions follow the same “U’egled trend. However, the
trend is insignificant if compared to the uncertainties eftbsults.

Note that the result of this analysis includes a normaliratincertainty due to the
nuclear dependence of the minimum-bias cross section,hwkiaot included in the
systematic uncertainties. If the minimum-bias cross eastcalculated in [Kop04] are
used, the average value @fwould be shifted by-0.037.

6.2.5 Scaling with the Momentum Fraction of the Target Parton

The nuclear suppression can be presented as a functionsfdaheg variablex, which
describes the momentum fraction of the target parton irgivn the Ap production
process. If nuclear suppression is dominated by effecisa@lto the target parton dis-
tribution functions, the suppression pattern as a funaifoa is identical in experiments
with different center-of-mass energigs, i.e. the suppression “scales with'.

In Fig.!6.10, the nuclear suppression parametér,) measured in this analy-
sis at/s = 416 GeV is compared to previous results of the NA3 experiment at
/S = 194 GeV and of the E866 experiment s = 38.8 GeV. Already the com-
parison of the NA3 and the E866 results shows that the nuslgapression for small
X2 cannot be dominated by effects which dependxgn This experimental evidence
is confirmed by the result of this analysis. AlthougBRA-B covers a range iR, in
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which no strong suppression is observed, there is a smallapveith the region of
strong suppression in NA3. The suppression measured ianhiysis follows the trend
of E866 rather than the one of NA3 in the overlap region.

6.2.6 Comparison to Theoretical Predictions

In Fig. 6.11, thexg distribution of the nuclear suppression parameté compared to
theoretical predictions. In order to cover different agmtoes of calculating the nuclear
suppression, a prediction in which nuclear suppressioméstd final state absorption
effects [Vog02], and a prediction of the Reggeon-based BCKTah@br03] are con-
fronted with theHERA-B data. Both approaches have been introduced in Section 3.4.
The model based on final state absorption predicts apprégiyneonstant suppression,
slightly stronger foxg < —0.2 due to the different absorption of color-singlet and color
octet states. The BCKT model predicts antiscreeninggai.e.1, for large negativer
due to a redistribution of the longitudinal parton momeriarther theoretical predic-
tions are either already excluded experimentally or do weecthe fullxs range of
HERA-B. Therefore, they are not included in the comparison.

The parameters of the BCKT model are tuned to the nuclear ssgipreobserved in
the E866 experiment. As shown in Fig 3.10, the predictiorafar the region ofxz ~ 0
is below the value measured by E866. Similarly, the absolatmalization of thex (Xg)
measured in this analysis is not described by the model. ©attrer hand, the predicted
shape of thee distribution agrees well with the results of this analysiswever, thexg
range covered bMERA-B is too small to test the hypothesis of increasing antiséngen
for negativexg.

The final state absorption model is in good agreement witmtlodear suppression
measured in this analysis. However, the precision of tha daes not allow to distin-
guish the suppression of the color-octet pre-resonatstate from the suppression of
the fully formed Jy. Therefore, this analysis is not sensitive to the rathetis@ffects
related to the time development of thies Jormation process.
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Figure 6.11: Nuclear suppression
parametet (Xg) compared to a pre-
diction of a model based on fi-
nal state absorption [Vog02] (solid
line), and a prediction of the BCKT
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6.2.7 Absorption Cross Section in the Glauber Model

An alternative representation of nuclear suppressionvisrgby the(pL) parametriza-
tion derived from the Glauber model. Assuming that the olenuclear suppression

is due to the absorption of the pre-resonancestate or the fully formed/p in the
nuclear matter, the cross sectiofS for the absorption process can be extracted (see
Section 3.3.5):

Gabs_ Iog (RS) _ (1_ a) log(AW/AC)
(P = (L)W {pL)W —(pL)C 7

whereRS = (aV/a®) /(AW /AC) is the ratio of suppression factors for the two materials.
The values of the parametefsL)“" depend on the model chosen to describe the nu-
clear density distributions of the target. The valuegaif)>V used for this analysis are
listed in Table 3.3. The resulting absorption cross sed®a function okg is shown

in Fig.[6.12.

The measured absorption cross section is lower than thewsalbtained by the
NAS50 experiment, which reported an average valu@¥®= 4.4+ 0.7 mb [Ale04].
For somexg bins, the uncertainties of the measurement even allow fphysical ab-
sorption cross sections @@®S < 0. However, the result of this analysis has a large
uncertainty in the overall normalization, becaw$8sis proportional to - a. The val-
ues shown in Fig. 6.12 are extracted using the value™§t = 0.724+ 0.005 for the
nuclear dependence of the minimum-bias cross sectione Wakues of the minimum-
bias cross section from [Kop04] are used, the absorptiosscsection is increased to
S~ 3.3 mb, closer to the result of NA50. The average value®Ffor the result of
this analysis is obtained from a fit with a constant function:

(6.17)

GPS= (1.45+0.15(stat.y 23(syst.) mb. (6.18)

The statistical uncertainty @@°Sis obtained from the fit, and the systematic uncertainty
is the quadratic sum of the scaled uncertainty of the nusleppression parameter and
of the normalization uncertainty due to the nuclear depeocgl®f the minimum-bias
Cross section.
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6.3 Summary

In this chapter, the main result of this thesis is derived,nthclear dependence ofJ
production. As a first step, the ratio of thapJddetection efficiencies for two target
wires is calculated as a function of the kinematic variablé®e ratio of the number of
reconstructed/ is corrected by the efficiency ratio and the luminosity ratiod the
nuclear suppression parameteis derived. The value af is first calculated separately
for each run. The combined result@ffor all runs is given by the weighted average of
the single-run results.

Detailed studies are performed to determine the systematiertainties connected
with the measurement of the efficiency ratio and thieydeld ratios. The largest uncer-
tainties arise from the description of the muon detector @netrigger efficiencies and
from the choice of the method of efficiency corrections. Tamothant systematic uncer-
tainty of the nuclear suppression parameter is due to wainggs in the determination
of the luminosity ratio.

The value of the nuclear suppression parameter measureid @nalysis is in good
agreement with previous results WERA-B and other experiments in the overlapping
kinematic ranges ofr and pr, The measurement af is extended to = —0.375, a
kinematic range previously inaccessible to fixed-targgeexnents. The nuclear sup-
pression measured in this range is approximately consBytomparinga(x2) with
experiments at center-of-mass energies different fronH&#ERA-B center-of-mass en-
ergy, the hypothesis o scaling of the nuclear suppression is disfavored.

The measurement of the nuclear suppression parameter gacedwith two dif-
ferent theoretical predictions. A prediction based on fgtate absorption agrees well
with the measurement. However, due to the limited precisiothe measurement, no
statement with respect to the validity of the theoreticatlels can be made.

In summary, the measurement of the nuclear dependenca gfrdduction pre-
sented in this chapter shows a small constant suppressiin pfoduction with a sup-
pression parameter of ~ 0.97 in the kinematic range 6f0.375< xg < 0.1.
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Summary and Conclusions

In this thesis, a measurement of nuclear effects in the ptaztuof Jy mesons at a
center-of-mass energy of 41.6 GeV is performed. The datyzstdhfor the measure-
ment were collected with tHeERA-B detector, a fixed-target spectrometer at the HERA
storage ring at DESY. In theERA-B detector, dy mesons are produced in the interac-
tions of protons with thin wire targets. Nuclear effects areasured by operating two
target wires made of different materials simultaneously.

In theHERA-B experiment, leptonic decays ofidmesons are enriched by a multi-
level trigger system. The/yJ mesons analyzed in this thesis are reconstructed in the
decay channel/J — pu™u~. During a five-month data-taking period from October
2002 to February 2003, a sample of approximately 170,006 u* u~ decays was
recorded, approximately 90,000 of which in runs using a@arnd a tungsten target
in parallel.

Nuclear effects in interactions of protons with nucleag&irmaterials of atomic
mass numbeA are commonly represented by a power-law parametrizatidheopro-
duction cross sectionopa = gpn A%, The nuclear suppression parameteassumes
values ofa < 1 in the case of nuclear suppressionaf groduction and values af > 1
in the case of enhanced production. In generalepends on the kinematics of theJ
production process. In this thesis,is measured as a function of Feynman’s scaling
variablexg, the transverse momentupi, and the rapidityy.

The measurement of the nuclear suppression parametenfgésa this thesis is
a relative measurement, namely the measurement of theafafiw production cross
sections on the two target wires operated simultaneouslyn&ysuring the ratio rather
than the absolute values of the cross sections, the influghoany systematic effects
Is reduced. The measurement of the cross section ratio ésllmasthe determination of
three ratios. The ratio ofyJ) produced on the two target wires is corrected by the ratio
of efficiencies and by the ratio of luminosities recordedtmwires.

Events with Ap candidates are selected by a set of standard criteria. Mummshe
decay Ay — putu~ are identified by the vertex detector, the main tracker, hadrtuon
detector. Pairs of muons are combined to secondary vertig@suon vertices which
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are reconstructed close to the target are assigned to ohe t#rget wires. The number
of Jw is determined from a fit to the invariant mass spectrum of dimuertices.

The efficiency to reconstrucfyl mesons is calculated from a detailed Monte Carlo
(MC) simulation of theHERA-B detector and trigger. A reweighting of the kinemat-
ical distributions of Ay mesons obtained from the MC event generator is required to
match the 4p differential distributions in the MC simulation to the dafBhe detector
and trigger simulation includes realistic efficiencies amasking of defective channels
for all detector systems, bit-level simulations of the pgefers and the Second Level
Trigger (SLT), and a parametrization of the efficiency of Fhest Level Trigger. The
different treatment of the two target wires in the SLT is mtatkin the MC simulation
to a good precision. The overall agreement between the ddtétha MC simulation is
satisfactory. However, small imperfections in the MC dgxticn persist.

The MC efficiencies are employed to measure the differedigttibutions of Ap
mesons as a function of the momentum-related kinematiali@sxg, pr, andy, and
as a function of the angular variables in the Gottfried-3aokframe, co6s; and ¢s.
The shape of theg distribution is rather well described by the shape predidig
NRQCD. For thepr distribution, the effect of transverse momentum broadgrisn
observed, i.e. the increase of the average transverse nwamevith the atomic mass
number of the target. The average transverse momentum floorcdargets iSpr) =
(1.244+ 0.003(stat)) GeV/c, and a value of pt) = (1.334+ 0.004(stat)) GeV/c is
measured for tungsten targets. The polarization of fpa@slextracted from the distri-
bution of co®s;. Averaged over data from both, carbon and tungsten targegtslar-
ization parameter ok = —0.047+ 0.051(stat) is determined, consistent with napJ
polarization. This finding confirms results of previous expents and is at variance
with the predictions of NRQCD.

The sharing of luminosities among the target wires is detexthfrom the number
of reconstructed primary vertices per wire. The number taractions on a wire is cal-
culated from the observed number of vertices, using vertegificiencies determined
from a MC simulation. The luminosities are obtained by ndianag the number of in-
teractions to the minimume-bias cross section for the targ®erial. Thus, via the ratio
of luminosities, the measurement of nuclear effects/inproduction depends on the
nuclear dependence of the minimum-bias cross section.

Detailed studies are performed in order to determine syatiemncertainties of the
nuclear dependence measurement. The largest systenflagénioe on the measurement
originates from the method of determining the luminositya.aFurthermore, the MC
description of the muon detector and pretrigger efficies\ciee method of efficiency
corrections and the exact choice of the event selectioar@itire identified as impor-
tant sources of systematic uncertainties. With furtherrouements of the luminosity
determination and the MC description of tHERA-B detector and trigger, and a larger
sample of MC-simulated events, a reduction of the systermatertainties is feasible.

The central result of this thesis is a measurement of theeausuppression param-
etera as a function okg, pr, andy. The kinematic distributions af obtained from a
combination of all data samples is presented in/Fig. 6.7. &hoal values can be found
in Tables 6.3, 6.4, and 6.5. As a functiongf a small constant suppression is observed
in the kinematic range covered by tRERA-B experiment. The average value of the
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nuclear suppression parametein the range of-0.375< xg < 0.125is
o = 0.969+ 0.003(stat) + 0.021(syst).

The pr distribution ofa is in good agreement with previous measurements by the E866
collaboration. The measured dependence an xr agrees well with the results of
previous experiments in the overlap regiorxet>- —0.1 and with theoretical predictions
based on nuclear absorption of the final statgair and the fully formed/d meson.
Theoretical models which predict a strong suppressionuopdoduction for negative

xg or the scaling of nuclear effects witt are disfavored. The availabl@Jstatistics

and the accuracy of the measurement do not allow to imposeefurestrictions on
theoretical models. For the first time, the nuclear suppregsarameter is measured

for negative values ofr smaller than-0.1.






Appendix A

Monte Carlo Simulation of the
HERA-B Detector and Trigger

In this appendix, the main aspects of tHeRA-B Monte Carlo (MC) simulation chain
are presented, as it is utilized for analyzing data takeimduhe 2002/2003 run with the
dimuon trigger. The simulation of gyl event inHERA-B comprises of the following
steps: First, the event is generated by the physics gengtoHIA and FRITIOF. In
the GEANT detector simulation, interactions of the prodlparticles with the detector
are modelled. The electronic signals produced by inteyastin the detector are simu-
lated in the digitization and hit preparation step. The $ation of theHERA-B trigger
chain comprises bit-level simulations of the pretriggerd the SLT and a parametriza-
tion of the FLT efficiency. The data flow between the differpatts of the simulation
chain and the points where detector and trigger efficiereadsr the simulation, are ex-
plained in detail, using the data flow in the muon detectortagder simulation as an
example. The data flow is summarized in a flow chart in Fig. A.1.

A.1 Physics Generators

In HERA-B, the physics generator packagestRIA 5.7 and &TSET 7.4 [S94] are
used to generate events containing heavy quarkonia, emgltlye standard YrHIA
model of charmonium production. As an alternative to ttye#RA production model,
a model based on the nonrelativistic QCD matrix elementsutatied in [Ben96] has
been introduced to the MC generator [Igo01, Igo02].

Since FYTHIA is only capable of simulating proton-nucleon interactjotise
FRITIOF 7.02 package [Pi92] is employed in connection withrRIA. FRITIOF is
a physics generator to simulate inelastic proton-nucletesactions, including a self-
consistent treatment of the transition between the regmhe®ft scattering and hard
parton scattering. A charmonium event is generated asisiithe complete PTHIA
decay chain of the charmonium is kept, and all other padici¢he event are discarded.
The remaining energy is passed to FRITIOF to generate thelyimdginelastic proton-
nucleus interaction. All particles of the FRITIOF event a@éntz-transformed such
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Figure A.1: Flow chart of the detector and trigger simulations in the muon detector. Reetang
lar boxes correspond to parts of the simulation code, boxes with roured stignd
for the ARTE tables used in exchanging data between the parts of the simulation
code, and ellipses represent database tables. Data exchange is sydibypbnlid

lines, while dashed lines depict access to the database. The simulation steps ar
explained in the text.

that energy and momentum of the complete event are consdrirally, a list of tracks
from the generated event is passed toHERA-B detector simulation.

A.1.1 Reweighting of Kinematic Distributions

The differential distributions of/ andY mesons obtained fromy@HIA do not agree
well with the distributions measured in previous experitserEspecially thet spec-
trum is distorted by a lowpr cutoff of 1 GeV/c on the parton level. Therefore, event
weights are needed adjust the and pr spectra such that they match their “desired”
shapes. An early version of these weights is discussed a®9l in which the desired
shapes are parametrizations of the spectra measured ir78%eexperiment in proton-
gold collisions [Sch95]:

d—ND(1—|xF|)C with C = 4.91, (A.1)
dX|:
dN pr 217°
— U [14( — with pg = 3.0GeV/c. A.2
dpr? <p0> ] o / (A2)
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In general, the weights are calculated as the ratio of thiestbt® the ' THIA -generated
kinematic distribution:

W desired number of events
~ number of events generated by RMIA

(A.3)

Comparisons of the spectra reweighted with the early versiareights to theHERA-B
data showed two problems: The distribution is not well-described by the non-
differentiable function (A.1), and the paramegrof the pr-parametrization (A.2) de-
pends on the target material. Therefore, a new set of evaghtsehas been introduced,
taking into account the current best knowledge of the shapeedifferential distribu-
tions.

Comparing the available theoretical models of charmoniuodgpetion with the
measuredg distribution iInHERA-B, the best description of the data is obtained using
the prediction of nonrelativistic QCD (NRQCD) shown in Fig. pv8ik04]. Therefore,
thexg distribution is weighted such that the reweighted distidoufollows the desired
shape from NRQCD. The functional form of the NRQCD predictionppraximated
by the empirical parametrization [Kol04]

X 2
AN (x%1,) exp| 35| for el <,

(A.4)
A= |xe)C  for [xg| > xa,

where the parametetsandA are fixed by requiring the parametrization to be continu-
ously differentiable axg = x1:

2 Xi(l-x) X2 -C
o2 =) A:exp[—@ (1 pal) .

The parameters obtained from the fit are
Xo=0.356, x;=0.110 C=5.07.

The x¢ weight is calculated from the ratio of the NRQCD prediction dhe xg
distribution generated byYaHIA. The ratio of 100,000 random events generated ac-
cording to the desirexk distribution and theg distribution of Ju mesons generated by
PYTHIA for the same number of MC events is fitted to the empirical tionc

(A.5)

W(X ) ag + 8.;|_X|:2 for xg < Xxq,
F pu—
D+aoxe+agxe?  for xg > Xxq,

where the boundary is fixed tq = 0.18, and the relative normalization is obtained by
requiring thatw(xg) is continuous axg = x1:

D=ayg—axxy— (8.3 — a]_)X]_z.
The fit resulted in the following values:

ap=009905 a;=-1.002 ay=-2122 ag=5985
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Figure A.2: Weighting functions used for the reweighting of (a) thedistribution and (b)
the pr distribution for carbon targets (solid lines), and examples of the ratio of
the desired distribution and the distribution generated YoyH?A for 100,000 MC
events. The functional form of the weights are given in the text.

An example of the ratio of the¥AHIA and the NRQCD predictions for 100,000 MC
events is shown in Fig. A.2 (a), together with the weightingdtionw(xg).

The desired shape of ther distribution is material-dependent. Tipg distribu-
tion of Jy — pu~ decays iHERA-B for the two main target materials carbon and
tungsten is approximately described by the following shape

dND

-6
i 14 (pT) ] with po = {2.9 GeV/c for carbon targets, (A6)

E 3.1GeV/c for tungsten targets.

The pr weights are calculated from the ratio of the desired distiiim, given in A.6,
and the RTHIA-generatedor distribution. The ratio of the desired and th&TRiIA
distributions for 100,000 random events is fitted with a tiorcsimilar to the one used
in [Ilva99:

explbo+ by pr] (b2 +bs pr+bapr?)  for pr < pur,
bo -+ b1 pr -+ b2 pr? + bz pr3+ bapr*  for pr > pyr,

where pr is measured in GeXt. The value ofpy, is fixed to 1.375 GeYc, and the
values for the parametebg obtained from the fit are summarized in Table A.1. The
weighting function is shown in Fig. A.2 (b).
The final weight is obtained from the product of tkeand thepr weights, and a
normalization factor:
W(xe, Pr) = N W(xe) W(pr), (A.8)

where the normalizatioN is chosen such that the number of events is the same before
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Table A.1: Parameters for the calculation pf weights for carbon and tungsten targets after

Eq. (A.7).

Parameter Carbon Tungsten
pTgpthr PT > Pthr pTgpthr PT > Pthr

bo 9.54 0557 954 0753

by x 10° 10.8 -155 801 —440

by x 10° 0.257 256 0238 363

bs x 10° —-0.314 -189 —0.289 -111

by x 10° 0.114 277 0106 113

and after the reweighting [Iva99]:

Jw(xe) "t dxe _ fW(pT)_lddT':z dpr
dN dN :
J o OXF J Gpr2APT
Here, the distributions /dx= and dN/dpr? are the distributions obtained after the
reweighting, as given by Ed. (A.4) and EQ. (A.6). Note that $atistical uncertainty
of the weighted events is also influenced by the spread of ¢hghts: INnHERA-B, the
weighted MC events are used to calculate the detector efbigiefor a class of events,
e.g. for all events in a givexr: bin, from the number of generated evermge,, and the
number of reconstructed event$ec:
£ = Nrec
Ngen.

(A.9)

The statistical uncertainty, for € £ 0,1 is given by the variance of the binomial distri-
bution,e(1— ¢), divided by the number of generated events:

1 _
02— E1=¢8) (A.10)
Ngen

In the case of weighted events, the efficiency reads

o 2iME

> Wi

whereg andw; are the efficiency and the weight of théh event. Since the events are
independent of each other, the uncertainty @f obtained by Gaussian error propaga-

tion: ) ,
b Wls(l—g
0=y (_S) g2 = 2V Gl . ) (A.11)
(Siwi)
Assuming that all single-event efficiencies are equat,tthe equivalent number of
unweighted events is obtained from a comparison of [Eq. (fabd Eq./(A.11):

Y

2
(3 wi) (A.12)

Neft = .
eff Ziwiz
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An efficiency determination usinlyes unweighted events would result in the same sta-
tistical uncertainty as an efficiency determination frora teighted events. Note that
Neff decreases with increasing spread of the weights.

A.1.2 Multiplicity Reweighting for the Underlying Event

The number of particles in the underlying event found in dzaé is larger than the num-
ber of particles generated by FRITIOF by a factor of approxatyal.4. The reason for
this mismatch is a bias effect which is not taken into accdwyrthe FRITIOF genera-
tor [Bru02b]: The probability to producey) mesons or any other particle with a small
production probability is proportional to the number of fmmo-nucleon sub-collisions in
the event. Since each of these sub-collisions is a sourcarti€les, the average track
multiplicity of events which contain gy is enhanced compared to normal inelastic in-
teractions. In order to model this effect, the track muiitipy of the underlying inelastic
event is reweighted by an accept-reject Monte Carlo methodQiib]: After generating
the FRITIOF event, a quantitythat is proportional to the track multiplicity is compared
with a random number € [0;1]. The event is discarded, and a new inelastic event is
generated if > n. By default, the reweighting is based on the number of tragksom
charged patrticles in the acceptance of HE#RA—B detector. The slopes of these tracks
are required to be larger than 10 mrad and smaller than 220 mither thex- or the
y-direction. The quantity is given by

Nir Nir

n= Ntr7max - 30+ 10 |0@A) ’

(A.13)

where an ad-hoc measure of the maximum track multiplicitg sction of the atomic
mass numbeA is used as a normalization. Note that as long ag0; 1], the reweighted
track multiplicity does not depend on the choice of the ndization. However, the
execution speed of the event generator is decreased witbaddegn, since in this case,
more events are rejected. Alternatively, the number ofggua the event can be used
for the reweighting. Heray is given by

Ng Ng

"~ Ngmax 10+ 3l0g(A)’

(A.14)

A.2 Detector Simulation and Hit Preparation

A.2.1 GEANT Simulation

The response of theERA-B detector to particles crossing the detector volume is sim-
ulated using the GEANT 3.21 package [CER94]. In GEANT, allipke$ produced by
the event generators are tracked through the detectorialagerd interactions with the
materials are simulated. A detailed description of therithistion of active and passive
material in the detector is provided by the detector geonjdtow03]. In the GEANT
simulation, a particle can for example produce new padioldose energy by multiple
scattering. Long-lived particles such ag Kr A\ are declared stable during the event
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generator step, and their decays are handled by GEANT. Whenesensitive volume
of the detector is crossed, the track leaves so-called Moatk impact points (MIMP)
both at the entry and the exit points of the volume.

During the data-taking, events which contain charmonissaperimposed with in-
elastic proton-nucleus interactions. The number of siamgous interactions in a single
bunch crossing is approximately Poisson-distributed:

N

P(N;A) = /I\\I—Iexp[—/\]. (A.15)
Here P is the probability to observdl interactions at an average numberiofnter-
actions. To account for superimposed events, MIMPs fronitiadd! inelastic events,
i.e. generated only by FRITIOF, can be mixed with the MIMPsrfrihe charmonium
event before the detector simulation. The number of mixethstic events is either a
fixed number per event or distributed randomly accordingRoiason distribution with
a given mean valug. A realistic description of the measured detector occuigana
two-wire runs at the typical interaction rate of 5MHz is read by mixing inelastic
interactions from both wires with = 0.5 each.

A.2.2 Hit Preparation in the Muon Detector

In the hit preparation procedure, MIMPs are translated thtee-dimensional space
points and stored in the ARTE table HITB (HITB: Hit Bank). In tfdlowing, the hit
preparation in the outer muon detector is described as anpga

Digitization and Cell Efficiencies

In a first step, the MIMPs are digitized, i.e. assigned to amgiwire or pad of the muon
detector. The efficiencies of the individual detector calis taken into account by an
accept-reject MC method. For a cell with an efficiers¢y random number e [0;1] is
drawn, and the MIMP is rejectedrif> €. The efficiencies of the muon pad detector are
determined from dedicated efficiency runs during the dakaig, in which a specialized
algorithm was employed in the Second Level Trigger (SLT)sHhgorithm is based on
a very clean sample of reference tracks which require hil sBuperlayers of the muon
detector except the superlayer for which the efficiency iasneed [FomO03]. The result-
ing efficiencies are stored in the database taIMEON_NEW MuonEf f Pad. The effi-
ciencies of the sensitive drift volumes of the tube detec#dis are assumed to be unity,
since efficiencies of at least 99% have been demonstrategtiinéam studies [Tit00].
The single-cell efficiency is therefore only given by its gesdrical acceptance of 85%,
which is calculated as the ratio the width of the drift volunfel3.9 mm and the cell
size of 164 cm. The width of the sensitive volume has been further desed by 2 mm,
reducing the geometrical acceptance to 73%, to accountittomich are registered
only in the following bunch crossing [Ego04]. Due to the dimdlayer structure of the
tube detector, inefficient areas of the tube cells in a silagler are covered by the other
layer. The digitized detector hits are stored in the ARTEHesDMUP (DMUP: Digi-
tized Muon Pad Hits) for the pad detectors and DMUT (DMUT: iDigd Muon Tube
Hits) for the tube detectors.
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The simulation programs for pretriggers and SLT can be apdran real data as
well as on MC simulated data, requiring identical input fotlbcases, i.e. the raw data
stored in the FED records. The DAQIF tool translates digdizletector hits to this
format. In the case of the muon detector, the translationaeslto copying the DMUP
and DMUT tables to the corresponding FED record structurass, the input data for
the pretrigger and SLT simulations contain cell efficiesda the digitization. Note that
all further steps of the event processing in the pretriggasthe SLT are independent
of the remaining parts of the hit preparation procedure.

Reconstruction of Space Points, Alignment, and Masking

The second step of the hit preparation comprises the tteorslaf detector hits into
space points. The space points are stored in the ARTE talfiB,HVhich serves as a
starting point for the track reconstruction. In this stdpg tletector geometry together
with alignment corrections is used to determine the gedoatposition of a detector
hit. In the detector geometries used for the MC simulat@OM VERS 02. 1205
and newer, corrections of the muon detector positions dumrigalignment during the
data-taking period 2002/2003 are already taken into adcbence no additional align-
ment corrections are needed. In addition, defective cHarare masked before the
reconstruction of space points.

Masks for hot channels are determined by comparing the me$ut occupancy
of a given detector channel with a reference occupancy meted from the data. The
reference occupancy is scaled linearly to the interactde measured during the run,
and the occupancies of defective reference channels arpahted. The masking was
checked and updated approximately once per month, usadheifirst runs after main-
tenance work in the muon detector. A small number of addidibnt channels emerging
after the update of the masking were tolerated in order tib thre number of data-taking
periods with different masking conditions. The influencethwse additional hot chan-
nels on the muon identification algorithm was found to beigége [Sip04b].

Hot channels were identified by the following algorithm: Fewery detector chan-
nel, the occupancy was compared the maximum allowed occyparich was de-
fined as the minimum of the following three limits: 10 times tieference occupancy, a
superlayer-specific maximum occupancy (between 50% fotule chambers in MU1
and 6% for the tube chambers in MU3), and a cutoff occupan@p®t. The 16 chan-
nels of a single readout cable were excluded from the hotratasearch, if less than
150 hits were found. In the tube system, the entire cable vesked if 40% or more of
the channels in the cable were hot. The resulting hot chanasks were cross-checked
by hand and stored in the database talMJON_.NEW MuonMask for further use dur-
ing the data-taking. The hot channel masks applied in the Mtlation are identical
to those utilized during the data-taking.

While masking of dead channels is not needed during the datagf, it is important
in the MC simulation in order to correctly describe the d&ieefficiency. To identify
dead channels, the correlation between the channel occiggan real dataQrp, and
in an ideal MC simulationQyc, was used. Even if the absolute number of hits is dif-
ferent in data and MC, the occupancies of working channelw shstrong correlation.
From the slope of a straight-line fit to the distribution of tfleal data occupancy versus
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Figure A.3: Masks for defective channels in the muon pad system for the NovemB2arc(i-
bration period for (a) MU3 and (b) MU4. The shaded areas reptesels masked
in the MC simulation. The chambers are numbered according to the scheme de-
scribed in/[Har99].

the MC occupancy, an approximate scaling faGdetween the two occupancy levels
was obtained. For the tube chambers, a valug-6f1.58 was used, whil&= 0.63 was
employed for the pad chambers. A channel was considereditigmdobserved occu-
pancy was less than 10% of the expected valueOrg. < 0.1S- Oyc. See [Vuk04] for

a detailed description of this method. The list of dead ck&was added to the list of
hot channels and stored in the database tabldON_.NEW MuonMaskMC. A graphical
representation of the masking used in the muon pad systetind@alibration period of
November 2002 is shown in Fig. A.3.

Several channels in the muon pad detector have been detadtexdh were con-
nected to wrong front-end driver (FED) channels [ZaiO4which showed wrong con-
nections between the FED channels and the muon pretriggaghelMC simulation,
these cabling mistakes are taken into account in the mapyingtector channels to
FEDs, both in the muon hit preparation and in the muon prggrgimulation. In
addition, one pair of swapped optical links was identifiedhia@ muon pretrigger and
implemented in the simulation. A list of all known swappedgections is given in
Table A.2.

A.3 Trigger Simulation

The HERA-B trigger simulation chain has been subject to many changestbe last
years. In this section, the most recent status of the siioul& presented. Many of the
systematic studies leading to the localization of problams the improvements of the
simulation are summarized in [Vuk04].

The main strategy of the trigger simulation is shown in Fid. Similar to the im-
plementation of the real trigger chain, described in Seci8, the trigger messages of
the muon pretrigger simulation and the ECAL pretrigger satiah are stored in a struc-
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Table A.2: List of swapped connections in the muon pad detector and the muon pretrigge

The positions of swapped connections are given by the corresparegidgut cable
names, as defined in [Har99].

Cable Name Swapped with  Connection Period

Mp3.1-19 A Mp3.1-19C DetecterFED October 2002
Mp4.2-26 A/IB  Mp4.2-26 C/D DetectesFED October 2002
Mp4.1-05A/B  Mp4.1-06 C/D DetectesFED All

Mp4.1-31C Mp4.1-31 D DetecterFED All

Mp4.2-16 A/IB  Mp4.2-16 C/D DetectesFED All

Mp4.2-28 C Mp4.2-28 D DetecterFED All

Mp4.1-17 A/IB  Mp4.1-17 C/D FEB-Muon Pretrigger Al

Mp4.1-20 C/D Mp4.1-21 C/D FEB-Muon Pretrigger All

Mp3.2-17 A/IB  Mp3.2-17 C/D Pretrigger Optical Link  before January 2D

ture that corresponds to the FED record of the second TriDgeision Unit (TDU) of
the First Level Trigger (FLT). The simulation of the Secorelel Trigger (SLT) reads
these data and performs the same trigger algorithm as diméndata-taking. The SLT
track parameters are passed to the FLT efficiency map, a paiaation of the FLT effi-
ciency relative to the SLT efficiency. This exchange of FLA &LT in the trigger chain
is justified by the trigger mode utilized in the data-takimgwhich the SLT algorithm
uses the pretrigger messages as starting points. Hendeigtier decisions of the FLT
and the SLT are independent, and their ordering can be egeldBal03b].

A.3.1 Muon Pretrigger and RICH Multiplicity Veto
MUPRESIM

The muon pretrigger simulation tool MUPRESIM [Ada01] is a CHass library

that provides a bit-level simulation of all steps of the myatrigger algorithm. In
MUPRESIM, configuration information identical to the infoatron used for the muon
pretrigger hardware is utilized to ensure a realistic satiah of the muon pretrigger
setup. The flexible modular design of MUPRESIM allows opergatihe simulation

both in stand-alone applications and in the trigger sinmathain for the 2002/2003
data-taking period. The pretrigger messages generatedUBRESIM are stored in the
FLT FED record of the % TDU for further processing by the SLT simulation.

Muon Pretrigger Masking

Due to the 1-to—6 coincidence algorithm of the muon preéiigg MU4 pad is used in
the coincidence calculation for three different MU3 padmde the pad masks used in
the hit preparation and the SLT must be translated to spesitinuon pretrigger masks.
Masks for defective channels in the muon pretrigger arevedrirom two sources.



A.3 Trigger Simulation

155

> 1 — T T T ' Tt T T T T T > 1 — T 1
5 WW T s TTITT
O O
= | =
() ()
(0] L (0]
= =
°© °©
() ()
% 0.5 . S 0.5F i
0 ! ! ! | ! ! ! | ! ! ! O ! ! ! ! | ! ! ! ! | !
50 100 50 100
MUS3 column MU4 column

() (b)

Figure A.4: Effective muon pretrigger optical link efficiencies averaged over aktaken dur-
ing the calibration period of November 2002 as a function of the muon pretrigg
column number: (a) MU3 links. (b) MU4 links. The column numbers 1-66ezorr
spond to pad columns in the upper detector half, and the column numbel3267-1
represent the lower detector half.

A “blueprint” mask, stored in the database tabRUON MPRE/ MASK BP, contains
channels with known hardware problems in the muon pretrigggs mask is combined
with a pretrigger mask generated from the list of defectivaermels in the muon detec-
tor, taken from the database talBllIMJON_.NEW MuonMaskMC by a logical OR. The
combined mask is finally stored in the database tabON MPRE/ PCU_MASK_MC.
The blueprint masks are identical to those used during tkeetdiing, and the masks
for defective channels in the muon detector are derived filoenhot channel masks
employed during the data-taking and additional dead cHanasks, as described in
Section A.2.2.

Optical Link Efficiency

Due to irreparable problems with the optical links usedHERA-B, the optical data
transmission between the Pretrigger Link Boards and theifget Coincidence Units
was unstable during the data-taking [Sch01]. Thus, theieffotes of the optical links
are modelled in the MC simulation by an accept-reject MC $atan: The optical link
efficiency e is compared with a random numbek [0; 1], and all hits in the detector
channels served by the optical links are deletedif . The link efficiencies—see
Fig./A.4 for an example—are stored in the database talbldON MPRE/ LI NK_EFF.
During the data-taking, the optical links were continugusbnitored by the muon
pretrigger online software. From the monitoring data, thgme of all links in physics
runs can be calculated. However, if the optical link efficies derived from this source
are used in the MC simulation, the agreement between realaahat simulation is non-
satisfactory. Therefore, the link efficiencies were trdads a free parameter and de-
termined from the triggered data itself: The data streantatos both the FED hits in
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the muon detector and the original pretrigger messages. REJPM is operated using
the FED hits as an input while employing a configuration desigfor the MC simula-
tion. The link efficiencies are derived from a comparisonhaf original messages with
the MUPRESIM-simulated messages. Differences betweenagessrom these two
sources can only originate from the pretrigger chain, tarting from the splitting of
the data-paths in the FED daughter boards of the muon detatibending in the one
of the TDUs of the FLT. The link efficiencies are effective @ffncies in the sense that
they are biased by the trigger, and all discrepancies bettieedata and the simulation
which affect entire columns of pads are included.

The time-dependent link efficiencies are averaged for eM&Zycalibration period.
The data sets used for the determination of the link effi¢eanfor a given calibration
period consists of preselected events from all runs in thegevhich are accepted for
physics analysis. The pre-selection is done accordinggtevient classification bit #24,
i.e. selecting events which contain a dimuon vertex withraaiiant mass in the range
of 2.3-20GeV/c®. The comparison of messages comprises the messages masamet
& andn, which correspond to they-position of the message in MU3, and the MU4
pattern of the message, coded in the paraméiter d

Since the message parameters are non-continuous binnetitigsathe parameter
values obtained from the data and the simulation must beigdn However, in the
data, 2—3% of the events include the messages &vieimnd & values not allowed by
the binning. The influence of these messages on the invariags spectrum of muon
pairs is checked. Excluding events with less than two valessages, the/w signal
is reduced by 1.6%, and no significant influence on the diffigedistributions is ob-
served. Therefore, messages unmatch&€dandé are excluded from the link efficiency
analysis. In addition, messages from unmasked “warm” igiggr channels in the data
are ignored.

The link efficiencies are determined by simultaneously stifjg the total number
of messages per column, i.e. for a givemalue, and the & values in the column. Due
to the coincidence algorithm, every optical link in MU4 cabtites to the neighboring
columns with the same efficiency. Thus, inconsistent MUZ£ieificies in neighboring
columns are used to identify wrong cable connections in thempretrigger.

In some columns, the number of messages in the real datadedd¢ee number
found by the simulation by a factor of 2-3 [SipO4b]. Most oé taffected channels
are localized on a single Pretrigger Message Generators éidess would result in
an “efficiency” larger than unity, which cannot be simulatedcan accept-reject MC.
However, the spurious messages are found to be uncorreléttethe other messages
and distributed approximately equally in all channels. réhare, these messages are
expected to be filtered out by the higher trigger levels. Tlygothesis is supported by
fact that the number of muon tracks frofip @lecays in these channels is not significantly
different from the number of muons froniwdecays in the neighboring channels.

In some data-taking runs, a mis-synchronization of twooe&drates was observed.
The crates covered the muon pad detector columns 1-30 irugezlayers MU3 and
MU4, i.e. roughly one quadrant of the muon pad detector. [@uthé coincidence
algorithm of the muon pretrigger, the trigger rate in theseirmns was reduced to the
level of random coincidences. Runs in which this “missingdyaat problem” was
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detected are marked in the run list in Appendix C. On averagproximately 30%
of the events in “missing quadrant” runs are affected by {melsronization problem.
To incorporate this effect in the MC simulation, a specidibration period has been
created in which the efficiencies of the optical links in th&J81columns 1-30 are
reduced by 30%.

Total Muon Pretrigger Efficiency

The “intrinsic” efficiency of the muon pretrigger hardwarearithg the 2002/2003 data-
taking period is evaluated in detail in [Sip04b]. For appnoxtely 80% of the muon
pretrigger channels, efficiencies greater than 99% aredfolmorder to determine the
total efficiency of the muon pretrigger fold— u*u~ decays, the intrinsic efficiency
has to be multiplied with the acceptance of the system. Themance is composed
of several contributions. A study based on a MC simulatioapgroximately 100,000
decays Ay — u*u~ is performed to determine the individual contributionshe fic-
ceptance. Simulation results utilizing the latest avadadettings for realistic masking
and efficiencies of the muon detector and pretrigger are eo&ato simulations using
“ideal” settings to disentangle the different contribusao the acceptance.

For the study, the geometrical acceptance of the muon paeinsyer muon pairs is
defined as the fraction of events in which both muons from fipeldcay cross the sen-
sitive areas of the muon pad system both in the superlayer 8id3ViU4. All further
acceptances are based on the fraction of events in which tyvem pretrigger messages
are generated by MUPRESIM, and tkepositions of the messages are matched to the
simulated muon tracks withift10 cm both inx andy. If all efficiencies are set to unity
and no masking of hot or dead channels is applied, the reguiiceptance describes
the efficiency of the setup of muon detector and pretriggéiis acceptance includes
the efficiency of the pretrigger algorithm,9¥5+ 0.006 [Ada01], and known cabling
problems during the data-taking which are modelled in the $fi@ulation. The total
efficiency is further reduced by simulating the measuredieficies of the muon pad
detector and by introducing masks for hot and dead chanoéisiiothe muon detector
and the muon pretrigger. An additional reduction origisdtem the efficiency of the
optical data transmission.

The resulting total efficiencies for the main periods of ti®22003 data-taking
period are summarized in Table A.3. The most important facapoe the limited geo-
metrical acceptance of the muon pad system for muon pairshenelfficiencies of the
pad detector. Since two hit coincidences are required bgnilen pretrigger, the single-
pad efficiencies of 80—-85% enter at their fourth power. Thesmbion of a cabling error
between the January 2003 (1) and the January 2003 (II) penesllts in higher effi-
ciencies of the setup and pad efficiencies. The succesgialrrevork of the optical
links results in higher optical link efficiencies for all ZB@ata samples. The “missing
guadrant problem” is parametrized by lower optical linkeéncies in the quadrant. In
summary, the average total efficiency of the muon pretrigham amounts to approxi-
mately 10%.
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Table A.3: Total efficiency of the muon pretrigger for muon pairs frofp decays in all cal-
ibration periods of the 2002/2003 data-taking. The contributions to theegiti
are explained in the text.

Period Geometrical Setup Pad Eff. Masking Link Eff. Total

October 2002 @45+0.005 0768+0.002 Q0420+0.004 Q0837+0.003 Q779+0.004 Q094+ 0.003
November 2002 @45+0.005 Q776+0.002 Q377+0.004 Q857+0.003 Q709+0.005 Q079+0.003
December 2002 .845+0.005 Q776+0.002 Q0372+0.004 Q870+0.003 Q703+0.005 Q079+0.003
January 2003 (1) @45+0.005 Q776+0.002 Q4424+0.004 (0858+0.003 (0888+0.003 Q117+0.003
January 2003 (II) 2145+0.005 0838+0.002 Q445+0.004 Q866+0.003 0895+0.003 Q129+0.003
February 2003 @45+0.005 0838+0.002 0444+0.004 Q871+0.003 Q875+0.003 Q126+0.003

“Missing Quadrant” 0445+0.005 Q776+0.002 0377+£0.004 0857+0.003 0556+0.006 Q062+ 0.002

RICH Multiplicity Veto Simulation

The RICH multiplicity veto has been employed in most of the dakang runs in
2002/2003. In a part of the RICH detectors, the number of phbitsnwas compared
with a threshold, and the muon pretrigger was stopped if tf@-Rinultiplicity was
too large. A threshold of 300 hits was used throughout tha-titing, corresponding
to 2,000-3,000 hits in the entire RICH. In the hardware of the RiHkiplicity veto,
no masks have been applied, and the efficiency of the devieddean determined to
99.9991% [Bii02a]. Therefore, the simulation of the device assumes 1€f@igtency.
The number of photon hits is read from the RICH FED records andrsed in the same
way as in the hardware, i.e. discarding the least signifibanh each Base Sum Card.
The number of hits is stored in the ARTE table EVRC (EVRC: EventdRstruction
Information) to be applied in the offline analysis.

A.3.2 Second Level Trigger Simulation

The simulation of the SLT for a given calibration period iséd on a SLT executable
that is identical to the one used during the data-takingam pleriod, With DAQIF, dig-
itized MC data are translated to FED records and transfdroed ARTE to the SLT
simulation via a piping mechanism. Masking of defectiveroiels in the muon detec-
tor is implemented in the muon part of the SLT algorithm, regdhe same database
table as the hit preparation coddylJON_.NEW MuonMaskMC. The output of the SLT
simulation is stored in the ARTE table DSLT (DSLT: Digitiz&84T Data).

For analyses which are sensitive to the acceptances of theosthe different target
wires, it is essential to properly simulate the relativeifyass of proton beam, target
wires and detector. In the SLT algorithm, a target constiainsed, the so-called “target
box”, depending on the beam and target positions. A trackdspted by the algorithm
if it crosses a rectangle in tlze= 0 plane, the size and position of which is calculated for
every track individually. The track slope is calculatednfrthexy-position of the track
at the center of the magnet and the average position of aleatztrget wires. Boxes
around the positions of the target wires are projected ta ta@® plane in the direction
of the track slope. The size of the box for a single wire is aialied from the size of
the wire and the current beam position and width. The fingltiabox is the minimum
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Final Target Box and is enlarged (not to scale) to ac-
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Track Direction B mesons.

box enclosing all single-wire boxes. To account for disptheertices from B mesons,
the box is enlarged by a constant offset in the track diraectiod an additional slope-
dependent offset in the direction opposite to the track hothe x- andy-views. See
Fig./A.5 for an illustration. In the SLT algorithm, the sizétbe target box is used to
calculate the actual size of the target constraint by sgahe size with an empirical
multiplier which was subject to optimization during the ceeiof the data-taking.

During the data-taking, the beam and target positions admegen within single
runs. From events within runs accepted for the analysiss¢hef beam and wire posi-
tions used in the SLT are extracted and stored in a databasevéry MC event to be
simulated, the beam and target positions are selectedmdpdieom the database. The
probability to select a set of beam and target positionsapqional to the number of
SLT input events [Med04b].

A.3.3 Efficiency Map of the First Level Trigger

The FLT network—as the muon pretrigger—relies on opticahdeansmission. Due
to the unstable behavior of the optical links, the FLT efficies derived from a bit-
level simulation of the FLT differ by approximately 20% frothe values measured
in dedicated efficiency runs. In addition, tkeprojection of the FLT efficiencies are
not reproduced by the simulation. Therefore, a paraméizaf the FLT efficiency
relative to the SLT is used instead, namely the FLT efficianep [BalO3b]. Since in the
1FLT/2 SLT* mode, only one FLT track is required, one of the SLT tracksnisiased
by the FLT and can be used as a reference track to determié thefficiency.

To suppress the influence of fake tracks on the efficiencyraénation, a clean set
of SLT reference tracks is selected. The SLT track is mateh#ta reconstructed track
with a muon likelihood probability of 0.05 for muons or a brgstrahlung photon in the
case of electrons. The efficiency is then derived from a gédraématching of FLT
tracks to the SLT reference tracks, according to the distameasure

1

po L |Aypc]
4

A
<|AXPC]_| 4+ —4 |AYTC2| + M) , (A.16)
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Figure A.6: Projection of the average FLT efficiency map for November 2002 txytane
at thez-position of the OTR superlayer TC2 (generated with [Bal03a]).

i.e. a resolution-weighted sum of the differences inxthandy-positions of the tracks
in the OTR superlayers PC1 and TC2. Three different efficienapsrare calculated
for the matching criterid\r < 2cm,Ar < 5cm, andAr < 10cm. The parameter space
of the FLT is completely described by three parameters, anés be the position of
the track in the OTR superlayer TC%c2 andyrco, and a parameter related to the
track momentum, @65x7c2 — 1.854%pc1, Wherexpc is thex-position of the track in
PC1. The efficiency is measured on a run-by-run basis irn 88x 10 bins within the
parameter space, and efficiencies of neighboring bins withdtatistics are merged.
Average efficiencies for entire calibration periods areetdained as the mean values
of the weighted single-run efficiencies, where the weighgii@n by the number of
analyzed SLT tracks in the run. The FLT efficiency map for Nolker 2002, projected
to thexy plane at the-position of TC2, is shown in Fig. Al6.

During the MC simulation, the SLT track parameters behimdntiagnet are fed into
the FLT efficiency maps for the three matching criteria. Thetahed FLT tracks and
their efficiencies are stored in the ARTE table FTRA (FTRA: FLURdks). From the
single-track efficiencies, the efficiency for an event totaonat least one FLT-triggered
track is derived and stored in the ARTE table MCIN (MCIN: MonterlGdnput Data),
again with three entries for the three matching criteria.

The efficiency values obtained from the FLT efficiency map oaly be used in
comparing the MC simulation to data if the same criteria Far matching of FLT and
SLT tracks are applied to both, the MC and the data. Thergéwents without a FLT—
SLT match are removed from the analysis.



Appendix B

Kinematic Variables
In Fixed-Target Experiments

The kinematics of a particle decay into a two-body state scdeed completely by a
set of eight variables for the four-momenta of the two outg@articles. If the masses
of these particles are known and assuming that the motheclpas produced isotropi-
cally in the azimuthal angle, the number of independenitdes is reduced to five. A
common choice for these variables consists of the invane#sVl of the decaying par-
ticle, two variables describing the longitudinal and trarse momenta of the decaying
particle with respect to the beam direction, and two vaesalibr the directions of the
outgoing particles with respect to the mother particle. Agample, the production
of a Juw meson in fixed-target proton-nucleus collisions and itseghent decay into a
muon pair are discussed in the following.

B.1 Transverse and Longitudinal Momentum

The momentunp of the Jy is commonly parametrized by a longitudinal and transverse
component, i.e. components parallel and perpendiculdnddeam direction, chosen
as thez-axis of the coordinate systemp? = p_2+ pr? = p2 + (px® + py?). Sincepr
is transverse to the relative movement of the laboratompérand the center-of-mass
frame, it is a Lorentz-invariant quantity.

A common choice for the longitudinal momentum variable igrifean’s scaling
variablexg, defined as the fractional longitudinal momentum carriedhsy particle,
evaluated in the center-of-mass frame of the proton-ngalgeraction:

*
xe= L

- %
pL7max

(B.1)

In this thesis, the maximum longitudinal momentupj, ..., is approximated by

half the available center-of-mass energlg /2. The exact definition of; ., includes
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corrections due to the non-zero final state masses and thmmummmass of the recoil
system, i.e. twice the proton masg [Kow94]:

1
Pl max= ﬁ\/[s— (M- 4 2mp)?] [s+ (M- +2mp)?]. (B.2)

Given the HERA-B center-of-mass energy aof/s ~ 416 GeV, the difference be-
tween the two expressions is negligiblg: .., = 0.992,/s /2, justifying the choice of
Pl max= V'S /2. Performing the Lorentz transformation to the hadronitteeof-mass
frame explicitly,xg can be written by laboratory frame variables as follows:

1 Ebeam— Mp
= Byl |- B.3
XF mp <pL Ebeam+mo> (B.3)

Herep,_ andE are the laboratory frame energy and longitudinal momentittmeoparti-
cle under consideration, affeamis the beam energ¥peam= 920 GeV for the HERA
proton ring.
In the formalism of the quark-parton mode} of a newly produced particle can
also be written as
Xg = X1 — Xo, (B.4)

wherex; andx, are defined as the momentum fractions carried by the integgaartons
inside the beam proton and the target nucleon in a refereaoeefin which the proton
carries infinite momentum. At a given center-of-mass enetggndx, are related to
the masdM of the produced particle by

M? = X1%2S. (B.5)

For studies of the time evolution of particle productionsitiseful to relate the Lorentz
boost factoBy to the observablge. For a particle with momentun|, massM and the
velocity B = v/c, By is given by

__ BB
By= 7 M (B.6)

In the laboratory frame, the four-momergaand p, of the colliding partons inside the
beam proton and the target nucleon are

p1 ~ (X1 Epeam 0,0, X1 Epeam), (B.7)
P2~ (sz\lao7070)' (88)

Here Epeam is the beam energy andy is the mass of target nucleon. The mass of
the beam proton is neglected. The mass and energy of theqadgarticle are then
obtained as

M? = (p1+ p2)? ~ 2X1%2 My Epeam (B.9)
Iﬁl = X1 Epeam (B.10)
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'€10 F—ct=1.0fm
™ ct=0.5fm
[&]
& [ ct=0.1fm _
Figure B.1: Laboratory
10 w frame  travelling  distance

Byct as a function ofxg for
/s = 416 GeV. The curves
: depict thexg dependence of the
1 e travelling distance for three dif-
ferent proper timesct = 1.0fm
R R R (solid line), ct = 0.5fm (dashed
-0.4 -0.2 0 0.2 line), and ct = 0.1 fm (dotted
Xe line).

where again masses have been neglected. The boost factoetus

_ Pl _MxiBpeam _ 1 M _ ! M B11)
M 2xX2MNEpeam 2X2MN —xg+ /X2 +4M2/s My’

where in the last step, Eq. (B.4) and Eq. (B.5) have been sobred.fFor thexg range

covered by thélERA-B experimentByct (Xg) is plotted for three different proper times
cr in Fig. B.1.

Another measure of the longitudinal momentum is the rapigitiefined as

by 1 E+p
y =tanh (E)_Zlog(E_pL). (B.12)

By(xF)

The central region of the primary interaction, i.e. the oagaroundxs = 0, is better

resolved byy than byxr. The shape of the rapidity distribution is Lorentz-invatia

such that a Lorentz transformation between the laborat@mé and the center-of-
mass frame with the relative velocify results in a shift of the rapidity distribution
by —tanh™1g.

B.2 Angular Distributions

The angular distributions of the two muons with respect &Jip are defined in the rest
frame of the Ap. A schematic drawing of the decay in this frame is shown in[Big. If
the Jy carries a non-vanishing transverse momentum, the angleeBveen the flight
directions of the proton and the nucleus is given byadatan pr/M. Three different

choices for the definition of the-axis in this frame are used in the literature. In the

Gottfried-Jackson frame [Got64], tlzeaxis is parallel to the proton beam. Traxis is
anti-parallel to the flight direction of theulin theu-channel frame. The Collins-Soper
frame [Col77] constitutes a compromise between these egtmices, using the bi-
sector between the proton flight direction and the negafivkeoflight direction of the
J as thez-axis.
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Figure B.2: Definitions of angular variables in the decay 3» u*u—, given in the rest frame
of the Jy (after [Con89]). The different choices for the coordinate systeen ar
described in the text.

The y-axis is chosen perpendicular to the plane defined by thet fligbctions of
the proton and the/J, and thex-axis is added such thaty, andz form a right-handed
coordinate system. The angular variables@&asid ¢ correspond to the conventional
polar and azimuthal angles of the positive muon in this coaté system. The angk
is the angle of flight direction of the positive muon with respto thez-axis, andgp is
the angle between the projection of the positive muon tayhgane and the-axis.

To distinguish the three choices for the decay angles, mthasis, they are marked
with the subscripts “GJ” for the Gottfried-Jackson fram€S™ for the Collins-Soper
frame, and “UC” for theu-channel frame, e.g. c@ss and ¢cs for the Collins-Soper
frame.



Appendix C

Run Selection

In this appendix, a list of all two-wire runs used in this tiseis provided. The in-
teraction rates are given by the average interaction ratgssuned by the target ho-
doscope counters. The number of events is defined as theniatalber of events
recorded by the data acquisition system, containing bdg¢pidin-triggered and random-
triggered events. The number ofpdis given separately for the two wires. “Wire 1”
and “Wire 2" denote the first and second wire of the combimatiespectively, e.qg.
Inner | and Below | for the combination 11B1./yd candidates are selected accord-
ing to the event classification bit #24. The assignment/@fchndidates to wires is
described in Section 4.2.3. All fits to invariant mass sgeetre performed with an
unbinned maximum likelihood fit employing the functionalrfo introduced in Sec-
tion 4.2.1. The luminosity ratio is represented by the shifthe nuclear suppression
parameteNa< = log(.Z< /W) /log(AV /AC), where the superscript “C” denotes the
carbon wire; and “W” denotes the tungsten wire, the titaniuinesy or the second car-
bon wire (see Section 5.2.3). The trigger ratio, defined agdlio of the number of
dilepton-triggered and random-triggered events in a rsiysed to weight single-run
luminosities if all runs from a calibration period are addsele Section 6.2.1).
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Table/C.1: List of two-wire runs used in the analysis. Run numbers marked with dagyer
indicate “Missing Quadrant” runs. Runs in which the wire Below Il is a titanium
wire are marked with asteriskg).( All uncertainties given in the table are the
statistical uncertainties of the quantities.

Run Date IA Rate # Events Number of Jiy Na? Trigger
[MHZz] Wire 1 Wire 2 Ratio

Wire Combination I11B1 (Tungsten—Carbon)

20225 2002-11-03 B2 730444 - - 0916+0.017  510640.44
20226 2002-11-03 a7 2619685 - - 0946+£0.010  4848+0.21
20229 2002-11-03 .86 3811826 1432:52 167550 0935+0.008  3971+0.13
20239 2002-11-04 .85 1,344443 46428 380t24 0993+0.010  3332+0.17
20240 2002-11-05 43 232545 8412 55+10 0987+0.021  4157+0.59
20242 2002-11-05 20 510012 16617 135+15 0992+0.015  3612+0.32
20333 2002-11-07 46 974713 262+23 142+16 0995+0.009  1257+0.05

20346  2002-11-08 D2 30964 A3 5+2 0.979+0.024 5494+0.09
20347  2002-11-08 B8 65501 14+4 1745 0.998+0.020 8274+0.11
20348  2002-11-08 87 252214 16£6 32+7 1015+0.012  1176+0.09
20349 2002-11-08 480 246408 26E7 43+8 1019+0.013  112640.09
20366  2002-11-10 23 116457 519 49+9 0.944+0.013 473+0.04
20367  2002-11-10 L1 130594 5H9 4147 0.983+0.014 988+0.10
20369  2002-11-10 40 126883 63t9 34+9 0.970+0.015 977+0.10

20370 2002-11-11 83 2090779 106844 84336 0986+0.007 8§38+0.02
20374  2002-11-11 ®1 256088 12515 85+12 0945+0.011 907+0.06
20372  2002-11-11 486 525306 248£22 196+18 0956+0.009 865+0.04
20379  2002-11-11 838 44461 40t8 18+5 0.946+0.032  1589+0.33
20377  2002-11-11 49 144517 58t12 65+10 0969+0.018  1889+0.24
20383  2002-11-11 Bl 565815 147417 113t14 0885+0.009  1308+0.07
20385  2002-11-12 578 1,286,396 51932 46827 0908+0.008  1439+0.05
20386 2002-11-12 .83 132463 54t11 60£10 0928+0.021  1294+0.14
20387  2002-11-12 45 415289 19619 195+18 0952+0.011  1058+0.06
20397 2002-11-13 35 918124 58G£35 614+-33 0980+0.009 982+0.04
20398 2002-11-13 A7 845268 580Gt34 67932 0970+0.008 955+0.04
20452 2002-11-18 45 1,152,089 90342 786£35 0904+0.008  111440.04
20453 2002-11-18 84 261889 163t18 193t16 0919+0.013  1032+0.07
20455 2002-11-18 .35 821336 558£32 55829 09344+0.009  1090+0.04
20456 2002-11-18 .85 691994 42929 432125 0936+0.009  125440.06
20457  2002-11-18 B0 437029 24822 239+19 0941+0.011  1129+0.06

Wire Combination 1112 (Tungsten—Carbon)

20076 2002-10-19 41 150162 24#21 245t19 0956+0.027  1253+0.12
20079 2002-10-20 39 126318 176:18 149t15 09544+0.016 8§26:+0.08
20160 2002-10-26 .B8 125818 62+11 75£11 0901+0.025  2152+0.30
20161 2002-10-26 .26 39425 226 15+4 0.894+0.043  2008+0.48
20215 2002-11-02 .85 8988 22 0722+:0.169  5548+4.51

20216 2002-11-02 .84 245329 66£10 45+8 0.769+£0.027  5486+0.84
20217 2002-11-02 .36 1,434292 34325 27120 0875+0.017  4709+0.28
20218 2002-11-02 .23 472424 15616 12113 0779+£0.019  3914+0.37
20220 2002-11-02 .97 1590736 523t31 36922 0794+0.012  3607+0.18
20404 2002-11-14 82 228281 183:18 190t17 0948+0.012 962+0.07
20414 2002-11-14 .32 696179 58432 573t29 0942+0.009 930+0.04
20423 2002-11-15 30 331538 202+22 222+18 0947+0.010 889+0.05
20427 2002-11-15 87 146464 116:14 99+13 09214-0.013 7.71+0.06
20431 2002-11-16 87 106999 5+3 7+3 0.9124+0.015 965+0.11
20442 2002-11-16 89 204738 13615 109£13 0931+0.013  1119+0.09
20443 2002-11-16 84 249845 20419 154+16 0944+0.012  1057+0.08
20446 2002-11-17 31 465900 294£23 30621 09294-0.009 743+0.03
20447 2002-11-17 39 468890 326:24 305k22 0941+0.009 7.09+0.03
20448 2002-11-17 41 223774 14417 153t15 0954+0.011 750+0.05
20450 2002-11-17 83 580156 383t27 36423 09344-0.008 7.18+0.03
20451 2002-11-17 49 353972 290622 25519 0940+0.012  1669+0.12
20505 2002-11-23 21 1,266,145 850+41 781434 0917+0.008 961+0.03
20506 2002-11-23 37 1,127,673 96442 925t37 0926+0.008 7.02+0.02

20612 2002-12-07 34 14670 114 10+4 0.914+0.027 302+0.06
20614 2002-12-07 87 554587 - - 0915+0.009  105440.05
20616 2002-12-07 62 89990 95+12 82t11 0918+0.015 263+0.02
20617 2002-12-07 45 69403 34+8 108+12 1251+0.019 245+0.02

continued on next page
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continued from previous page

Run Date IARate  #Events Number of Jf ha¥ Trigger
[MHZ] Wire 1 Wire 2 Ratio
20623 2002-12-07 39 321137 8H-12 70+£10 1000+0.010 707+0.04
20630 2002-12-08 87 31593 18t7 23t6 0.964+0.026 411+0.06
20631 2002-12-08 87 2Q749 14+6 1746 0.980+0.032 433+0.08
20633 2002-12-08 .28 239720 19a:18 17216 0979+0.011 432+0.02
20636 2002-12-08 .89 233551 16117 253t19 0967+0.011 401+0.02
20637 2002-12-08 .88 507660 389:28 505£27 0983+0.009 397+0.01
20638 2002-12-08 87 1,027,138 665:34 73533 0967+0.008  1278+0.05
20639 2002-12-08 82 962596 535£32 62031 0978+0.008  1172+0.05
20644 2002-12-08 29 28921 33k7 18+5 0.988+0.023 266+0.04
20645 2002-12-09 .86 711450 586£33 64531 0968+0.008 334+0.01
20650 2002-12-09 .83 21051 29+8 15t4 0.942+0.027 283+0.04
Wire Combination B112 (Carbon—Carbon)
21047 2003-02-02 a7 1146956 122943 950+38 0083+0.008 981+0.03
21049 2003-02-02 46 492299 49627 390t24 0075+0.012  1098+0.06
21050 2003-02-02 09 314238 36923 205t18 0194+0.011 997+0.06
21051 2003-02-02 41 510377 583t30 368t24 0159+0.010  1108+0.06
21052 2003-02-02 86 200804 167417 142+14 0094+0.012  1054+0.08
21053 2003-02-02 46 1,310,713 141647  1084t41 0098+0.008  1114+0.04
21054 2003-02-03 45 1288926 133146 101239 0074+0.008  1096+0.04
21056 2003-02-03 82 126945 125+14 106+13 0067+0.014  1112+0.11
21057 2003-02-03 84 1013508 1116:42 845+35 0084+0.009  1126+0.04
21058 2003-02-03 89 1040989 105141 950+37 0053+0.009 958+0.03
21077 2003-02-04 a7 140384 144+16 15714 0071+0.014  1088+0.11
21079 2003-02-04 88 482971 550:29 49727 0077+0.011 993+0.05
21087 2003-02-04 82 43892 38t8 317 0.078+0.021 882+0.14
21100 2003-02-04 80 614173 730£33 56528 0084+0.009  1051+0.05
21102 2003-02-05 86 1238707 140945  1145t41 0044+0.009  1155+0.04
21104 2003-02-05 80 93240 115+13 6310 0063+0.016 951+0.11
Wire Combination B102 (Carbon—Tungsten)
20881 2003-01-18 .88 1535081 7610 34523 0336+0.008 819+0.02
20899 2003-01-19 21 31556 - - 0327+0.018 Q071+0.01
20905 2003-01-19 28 39860 - - 0316+0.016 067+0.01
20912 2003-01-19 92 681443 275:19 230620 0910+0.009  1199+0.06
20913 2003-01-19 31 762931 40324 299+22 0942+0.009  1171+0.05
20914 2003-01-20 .38 674334 250£19 249122 0815+0.009  1079+0.05
20915 2003-01-20 36 610099 298t21 308t24 0819+0.010  1177+0.06
20916 2003-01-20 33 781140 22119 300t23 0818+0.009  1005+0.04
20917 2003-01-20 24 571304 15815 28022 0611+0.011 920+0.04
20918 2003-01-20 .38 562305 160:16 32623 0620+0.010 959+0.05
20919 2003-01-20 .23 83607 187 50+9 0.662+0.023 899+0.11
20920 2003-01-20 36 1,171,056 55929 74937 0720+£0.008  1015+0.03
20921 2003-01-20 82 577159 298t22 315t24 0799+0.010  1029+0.05
20922 2003-01-20 37 542380 302t21 316+24 0830+0.010  1228+0.06
20923 2003-01-20 97 219798 142+16 12716 0824+0.015  1344+0.12
20924 2003-01-20 84 389812 18618 228t19 0810+0.011  1077+0.06
20926 2003-01-21 87 1134765 602:30 82437 0768+0.009  1350+0.05
20927 2003-01-21 .35 1039072 493:28 726+35 0765+0.008  1230+0.05
20928 2003-01-22 82 273370 84+13 190t17 0734£0.013  1397+0.11
20929 2003-01-22 .87 596485 230t19 41028 0701+0.010  1410+0.07
20932 2003-01-22 34 317989 14814 22119 0765+0.012  1354+0.10
20933 2003-01-22 .88 1005252 44626 63633 0769+0.009  1242+0.05
20934 2003-01-22 .38 411988 204+18 304+24 0760+0.011  1148+0.07
20938 2003-01-22 44 350861 13415 196+19 0767+0.012  1553+0.11
20939 2003-01-22 35 361081 130:13 196+18 0766+0.012  1521+0.11
20940 2003-01-23 49 1517754 732£33 78037 0838+0.008  1364+0.04
20941 2003-01-23 49 484234 23019 20119 0835+0.010  1351+0.08
20942 2003-01-23 A48 158383 93t11 10213 0845+0.016  1398+0.14
20944 2003-01-23 20 601964 238t19 294122 0792+0.010  1226+0.06
20945 2003-01-23 42 63509 398 29+7 0.759+0.024  1208+0.19
20948 2003-01-23 a7 136750 83+12 711 0778£0.017  1223+0.13
20950 2003-01-23 .35 261746 17416 172+18 0814+0.012 849+0.06
20951 2003-01-23 95 360011 216£18 206:18 0843+0.011 958+0.06
20952 2003-01-23 81 451534 252+19 275t23 0839+0.010  1087+0.06
20953 2003-01-23 46 188955 84+14 91+13 0800+0.013  1080+0.09
20954 2003-01-23 27 228704 119+13 10314 0808+0.012  1012+0.08

continued on next page
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Run Date IARate  #Events Number of Jiy Na? Trigger
[MHZz] Wire 1 Wire 2 Ratio

20955 2003-01-23 a1 746153 403t25 48129 0826+0.009  1227+0.06
20956 2003-01-23 31 189391 114+13 113t14 0825+0.014  1310+0.12
20957 2003-01-24 A2 332351 15816 163t18 0786+0.012  1336+0.09
20959 2003-01-24 86 15860 4+3 11+4 0.770+0.046 591+0.14
20963 2003-01-24 82 144860 83t11 72+11 0885+0.016  1238+0.13
20964 2003-01-24 4?2 783430 29#21 348t26 0793+0.009 959+0.04
20967 2003-01-24 85 593821 115t14 13215 0824+0.009 849+0.04
20969 2003-01-25 89 781267 34723 426+27 0813+0.008 918+0.04
20970 2003-01-25 45 2281066 1165-42 136148 0831+0.007  1080+0.03
20972 2003-01-25 .25 489105 23020 243+21 0827+0.010 954:+0.05
20973 2003-01-25 81 158941 - - 0818+0.014 840+0.07
20974 2003-01-25 81 107765 - - 0849+0.016 743+0.07
20979  2003-01-25 43 830895 37624 422+28 0836+0.009  1211+0.05
20977 2003-01-25 .85 220260 95+11 133t15 0875+0.013  1069+0.08
20978 2003-01-26 41 2256352 100&39 112745 0845+0.007 967+0.02
20979 2003-01-26 A8 1675992 88136 100741 0828+0.008  1182+0.03
20980  2003-01-26 42 134529 - - 0808+0.015 954+0.09
20987 2003-01-27 56 51285 39+7 29+8 0.895+0.030  1629+0.32
20988 2003-01-28 46 4,284,053 2264:-59  3268t75 0742+0.007  1765+0.04
20989 2003-01-28 87 2176392 100138  1346:48 0728+0.008  1452+0.04
21300 2003-03-01 .85 275988 124+16 196+19 0646+0.011 253+0.01
21301 2003-03-01 87 289224 155+17 21118 0695+0.010 273+0.01
21302 2003-03-01 .20 250898 113t13 19Gt19 0658+0.011 286+0.01
21303 2003-03-01 08 693443 38125 33125 0922+0.010 753+0.03
21304 2003-03-01 20 1260359 820:36 535+31 1001:+0.008 760+0.02
Wire Combination B1B2 (Carbon-Tungsten/Titanium®)
20231  2002-11-04 20 1,660,757 66132 499+-27
20233  2002-11-04 40 149987 80t10 41+8
21157 2003-02-11 46 253981 14314 229+19 0683+0.011 238+0.01
21159 2003-02-11 44 54832 83 1745 0.710+0.028  1135+0.18
21160 2003-02-11 B8 402277 4116 68+11 0645+0.015  1098+0.06
21161 2003-02-11 24 223152 19t5 27+6 0.701+0.026 959+0.07
21170 2003-02-12 61 1799738 9712 164+17 0684+0.009  1077+0.03
21171 2003-02-12 45 274006 1#5 27+9 0.666+0.019  1099+0.08
21172 2003-02-12 82 696274 34+13 53t11 0692+0.015 899+0.04
21183 2003-02-13 82 250674 93 3448 0.708+0.021  1249+0.10
21187 2003-02-13 82 652544 18117 308+24 0704+0.017  1313+0.07
21191 2003-02-14 83 656000 18617 33H24 0690+0.015  1652+0.09
21192 2003-02-14 33 646322 18016 292+22 0685+0.014  1375+0.07
21194 2003-02-14 85 105550 36+7 43+11 0680+0.035 N/A
21195 2003-02-14 .87 1441025 646:32  1065:44 0723+0.011  1101+0.03
21196 2003-02-14 .83 316874 13615 203t19 0707+0.015  1190+0.08
21197 2003-02-14 88 503053 153t15 243t+21 0739+0.017 1672+0.11
21200 2003-02-15 84 410371 126t14 255+21 0705+0.016  1650+0.12
21201 2003-02-15 86 335464 93t12 194+19 0709+0.016  1636+0.13
21202 2003-02-15 .85 203242 72+11 102t14 0658+0.023  1412+0.13
21203 2003-02-15 85 166726 508 78+12 0685+0.019  1301+0.13
21204 2003-02-15 82 782594 318t22 43028 0782+0.014  1741+0.09
21206 2003-02-15 87 961613 366:24 586+33 0741+0.013  1570+0.07
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Figure D.1: Kinematics of muons from/§ decays in data (points) and MC simulation (his-
togram) for the wire combination 1112. (a)—(p) pr, andg of u™ produced on the
wire Inner II. (d)—(f) p, pt, andg of u~ produced on the wire Inner Il. (9)—(p,
pr, andg of u* produced on the wire Inner I. (j)—(p), pr, andg of u~ produced
on the wire Inner |. Background is removed via sideband subtractiathenMC
distributions are scaled to the integral of the data distributions.
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Figure D.2: Kinematics of muons from/§ decays in data (points) and MC simulation (his-
togram) for the wire combination 11B1. (a)—(p) pr, andg of u™ produced on
the wire Inner II. (d)-(f)p, pr, andg of u~ produced on the wire Inner Il. (g)—
() p, pr, andg of u* produced on the wire Inner I. (j)—(B, pr, andg of u~
produced on the wire Inner |. Background is removed via sidebanulastion,
and the MC distributions are scaled to the integral of the data distributions.
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Figure D.3: J kinematics in data (points) and MC simulation (histograms) for the wire com-
bination 1112. (a)—-(eXg, pr, ¥, c0sBcy, and gz; for Jy produced on the wire
Inner 1. (N—() X, pr, Y, C0Sz3, andgs; for Jw produced on the wire Inner I. The
MC distributions are scaled to the integral of the data distributions.



173

dN/dcos6,

=
OCA)

dN/dcos6,

1 I

-05 0 05 -2 0 2
c0s0Og; @cJ [rad]

(i) 1)

Figure D.4: J kinematics in data (points) and MC simulation (histograms) for the wire com-
bination 11B1. (a)—-(eks, pr, Y, C0S8cy, and @s; for Jy produced on the wire
Inner 1. (f)—(Q) X, pr, ¥, C0SBzy, andgs; for Jw produced on the wire Inner I. The
MC distributions are scaled to the integral of the data distributions.
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Figure D.5: Total efficiency as a function of the kinematic variabkes pr, andy for several
calibration periods and wire combinations. (a)—(c) 1112 November 20@3-
(f) 11B1 November 2002. (g)—(i) B102 January 2003 (I). (j)—(I1IB January

2003 (II).
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Figure D.7: Differential distributions: 8 /dxg for all two-wire combinations in all calibration
periods. (a) 1112 October 2002. (b) 1112 November 2002. (c) R&ember 2002.
(d) 11B1 October 2002. (e) I121B1 November 2002. (f) I1B1 “Missing&drant”.
(g) B102 January 2003 (). (h) B102 January 2003 (11). (i) Blzburary 2003.
() B112 January 2003 (Il). (k) B1B2 October 2003. () B1B2 Fedmy2003. The
solid lines indicate fits to the spectra. The fit results are summarized in/Table D.1.
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Figure D.8: Differential distributions: 8 /dpr? for all two-wire combinations in all calibration
periods. (a) 1112 October 2002. (b) 1112 November 2002. (¢) R&ember 2002.
(d) 11B1 October 2002. (e) 11B1 November 2002. (f) I1B1 “Missinga@drant”.
(g) B1O2 January 2003 (1). (h) B10O2 January 2003 (I1). (i) Blfzburary 2003.
() B1I2 January 2003 (I1). (k) B1B2 October 2003. (I) B1B2 Fedmyi2003. The
solid lines indicate fits to the spectra. The fit results are summarized in Table D.2.
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Figure D.11: Differential distributions: l/dgs; for all two-wire combinations in all calibra-
tion periods. (a) 1112 October 2002. (b) 1112 November 2002. (£ December
2002. (d) 11B1 October 2002. (e) 11B1 November 2002. (f) 11Blis8ding
Quadrant”. (g) B1O2 January 2003 (). (h) B1O2 January 2003 (f) B102
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February 2003. The solid lines indicate fits to the spectra. The fit reselts ar

summarized in Table D.4.



Table D.1: Fits to thexg differential distributions. The number ofydas a function ofx is fitted to a function proposed by the E705 collabora-
tion [Ant92] O [(1—x1)(1—x%2)]/+/*e2 +4M2/s and to thexs shape predicted by NRQCD [Vog04]. The table shows the fit result éor th
parameteC and the fit quality of the E705-inspired and the NRQCD fits. For the wire caatibims B112 and B1B2 (October 2002), the
actual materials of the “Tungsten Wire” column are carbon and titanium.

Wires Period Carbon Wire Tungsten Wire
E705:C E705: x2/ngot NRQCD: x?/Ngof E705:C E705: x2/ngot NRQCD: x?/Ngof

1112 October 2002 $5+1.02 122/9 111/10 453+0.88 268/12 264/13
1112 November 2002 B5+0.56 207/12 313/13 489+-0.47 151/14 243/15
1112 December 2002 .55+0.68 152/12 184/13 4.64+0.65 114/13 94/14
[1B1  October 2002 B85+0.72 199/11 167/12 489+1.33 108/12 91/13
11B1  November 2002 29+0.68 225/13 137/14 489+0.55 299/13 404/14
[1B1  “Missing Quadrant” $4+0.73 96/13 112/14 477+0.58 278/13 378/14
B10O2 January 2003 (1) .40+0.60 149/13 170/14 456+0.59 238/13 198/14
B102 January 2003 (I1) 69+0.36 576/15 387/16 481+0.32  1149/15 980/16
B102 February 2003 49+0.73 219/11 192/12 489+1.44 173/12 145/13
B1I2  January 2003 (Il) ®5+0.35 174/15 1096/16 511+0.34 319/15 627/16
B1B2 October 2002 00+0.29 192/9 334/10 504+2.36 96/7 9.2/8
B1B2 February 2003 .33+0.66 181/12 147/13 475+0.56 319/13 321/14

18T
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Table D.2: Fits to thepr differential distributions. The number ofylas a function ofpr? is fitted to a functiond (1 + (35mpr)?/(256(pr))?)~°,
separately for the carbon and the tungsten wire. The table shows theufit fier the parametefpr), the fit quality and(pr) calculated
from the mean value and the standard deviation ofhdistribution. For the wire combinations B112 and B1B2 (October 2002), ¢theah

materials of the “Tungsten Wire” column are carbon and titanium.

Wires Period Carbon Wire Tungsten Wire
Fit: (pr) [GeVic] x?/ngot Histo: (pr) [GeVic] Fit: (pr) [GeVic] x%/ngos Histo: (pt) [GeV/d]

1112 October 2002 263£0.035 102/9 1.265+0.022 1334+0.037 78/10 1338+0.021
1112 November 2002 P264+0.018 67/11 1264+0.012 1428+0.020 128/13 1398+0.012
1112 December 2002 275+0.020 111/11 1267+0.013 1406+0.028  148/12 1365+0.016
[1B1  October 2002 230+£0.028 201/9 1.242+0.019 1305+0.034  149/10 1318+0.022
11B1  November 2002 236+0.023  180/10 1231+0.013 13014+0.023  102/12 1335+0.014
11B1  “Missing Quadrant” 1211+0.025 134/10 1199+0.015 1337+0.024 321/11 1327+0.014
B102 January 2003 (1) .289+0.022  114/10 1271+0.014 1311+0.019 81/12 1323+0.013
B10O2 January 2003 (I1) .238+0.009 147/14 1233+0.007 1323+0.009 198/15 1325+0.006
B102 February 2003 .189+0.032 96/8 1182+0.019 1356+0.038  105/9 1.318+0.020
B112  January 2003 (Il) 265+0.010 82/14 1263+0.008 1251+0.012 117/14 1246+0.009
B1B2 October 2002 256+0.042 29/8 1.281+0.026 1248+0.060 86/7 1276+0.031
B1B2 February 2003 .251+0.022  181/10 1238+0.015 1339+0.018 162/12 1301+0.012




Table D.3: Fits to co¥g; differential distributions. The number ofilas a function of co§g; is fitted to a functiori] (1+ A cog 6cy). The table shows
the fit result for the parametar, the fit quality, and the asymmetry in the number a&if with positive and negative c@s;, separately for
the carbon and the tungsten wires. For the wire combinations B112 and @&ld&@&ber 2002), the actual materials of the “Tungsten Wire”
column are carbon and titanium.

Wires Period Carbon Wire Tungsten Wire
A X%/Ndot  Asymmetry A X?/Ngot  Asymmetry

1112 October 2002 —0.365+0.238 66/10 0046 Q000+0.271  97/10 0057
1112 November 2002 044+0.167 112/10 0032 -0.112+0.140 35/10 —0.009
1112 December 2002 .840+0.202 42/10 —0.030 Q000+0.206  77/10 —0.044
[1B1  October 2002 —0.049+0.231 106/10 0088 —0.274+0.252 88/10 0026
11B1  November 2002 —0.032+:0.186  60/10 —0.003 —-0.088+0.199 43/10 0025
11B1  “Missing Quadrant”  (B34+0.245 81/10 —0.037 —0.014+0.208 133/10 0040
B102 January 2003 (I) —0.018+0.179 88/10 0067 0039+0.180 71/10 —0.022
B102 January 2003 (Il) —0.271+0.088 197/10 0055 —0.077+0.093 151/10 0041
B102 February 2003 —0.262+0.240 58/10 0057 —0.102+0.272 101/10 0012
B112  January 2003 (Il)  —0.150+0.102 80/10 0006 Q000+0.118 89/10 0015
B1B2 October 2002 Q48+0.406 97/10 0088 0361+0.438 146/9 —0.120
B1B2 February 2003 —0.495+0.164 153/10 0060 —0.006+0.167 101/10 0055

€t
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Table D.4: Fits to thegs; differential distributions. The number ofydas a function ofgs; is
fitted to a constant function. The table shows the quality of the fits separatéhef
carbon and the tungsten wires. For the wire combinations B112 and B1&aljér
2002), the actual materials of the “Tungsten Wire” column are carbon anditita

Wires Period Carbon: x2/ngot  Tungsten: x2/ngot
1112 October 2002 2/9 107/9
1112 November 2002 18/9 168/9
1112 December 2002 B/9 8.9/9
I1B1  October 2002 286/9 30/9
11B1  November 2002 14/9 87/9
[1B1  “Missing Quadrant” 1a,/9 107/9
B102 January 2003 (1) 18/9 126/9
B102 January 2003 (1) 23/9 80/9
B102 February 2003 .8/9 215/9
B1l2  January 2003 (I) 13/9 7.0/9
B1B2 October 2002 3/9 151/9
B1B2 February 2003 2/9 8.3/9
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