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Abstract
The determination of the composition of cosmic rays at ultra-high energies is still
a challenge in astroparticle physics. Beside of the determination of the overall
composition the knowledge of the general existence of single elements, specif-
ically protons, is sufficient for certain analyses. This work presents a method
which is able to reject the helium origin of single very deep air shower events.
Utilizing a parametrized distribution of shower maxima, predicted by different
hadronic interaction models and CONEX, it is possible to determine a probabil-
ity value of a helium nucleus to induce an air shower with the observed depth of
shower maximum or deeper. If this derived probability value is small enough,
the hypothesis of a helium primary can be rejected. Since heavier primaries than
helium tend to produce air showers with lower depths than Helium, which leads
to smaller probabilities for deep events, these possible primaries can be excluded
as well. After the development of the method, a check of the method’s perfor-
mance is presented and a first application to the data of the Pierre Auger Obser-
vatory is performed. The result shows that this method might be able to exclude
the helium origin hypothesis with good significance.

Kurzzusammenfassung
Die Bestimmung der Massenkomposition der kosmischen Strahlung bei
höchsten Energien gehört immer noch zu den Herausforderungen der moder-
nen Astroteilchenphysik. Neben der Bestimmung der Gesamtkomposition kann
es für einige Analysen ausreichen, die Existenz bestimmter Primärteilchen bei
einer bestimmten Energie nachzuweisen. In dieser Arbeit wird eine Methode
präsentiert, die die Parametrisierung der Verteilung der Tiefe des Maximums
von Luftschauern, vorhergesagt durch CONEX für verschiedene hadronische In-
teraktionsmodelle, nutzt, um eine Wahrscheinlichkeit zu bestimmen, dass ein
primärer Heliumkern einen Luftschauer mit der beobachteten Tiefe des Max-
imums oder tiefer auslöst. Wenn diese Wahrscheinlichkeit klein genug ist,
kann die Hypothese eines primären Heliumkerns verworfen werden. Da noch
schwerere Primärteilchen dazu tendieren Luftschauer mit kleineren Tiefen des
Schauermaximums zu produzieren, können ebenso diese schweren Teilchen aus-
geschlossen werden. Nach der Beschreibung der entwickelten Methode wird ein
kurzer Test ihrer Leistungsfähigkeit präsentiert, bevor sie dann eine erste An-
wendung auf Daten des Pierre Auger Observatoriums findet. Diese erste An-
wendung zeigt, dass die Methode in der Lage sein kann, die Helium Hypothese
mit guter Signifikanz auszuschließen.
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0 Introduction

In this work a method to check for the existence of ultra-high energy pro-
tons is presented and applied to the data collected with the hybrid detec-
tor of the Pierre Auger Observatory. The method utilizes the properties
of the distributions of the depths of maximum of extensive air showers to
assign probabilities to the individual showers to be produced by helium
nuclei. In case the helium probability is sufficiently low the conservative
conclusion can be made that the shower was produced by the primary
proton. The outcome of the method is the maximum energy at which the
existence of the primary protons can be stated at the given confidence
level.

In the first chapter a short overview of the phenomenology of cos-
mic rays and extensive air showers is given, starting with a short his-
toric overview of the discovery over a description of the cosmic ray spec-
trum, source candidates and possible acceleration mechanisms to the at-
mospheric phenomenon of extensive air showers and their properties.

The second chapter presents the Pierre Auger Observatory, giving an
overview of the two main detector systems, the surface and the fluores-
cence detector, the data acquisition, additional systems on site, the ongo-
ing upgrade of the detector and the reconstruction procedure.

The third chapter gives an introduction into a modified Maxwell the-
ory with Lorentz invariance violation, which can be regarded as a specific
motivation for the development of this analysis. In the following sections
is the basic idea and approach of the analysis is presented and the neces-
sary modifications for the application to data are derived.

After the presentation of the analysis method the fourth chapter shows
the performance of the method using different compositions with artifi-
cial mock data samples.

The description of the data selection and the presentation of the used
data set of the Pierre Auger Observatory is the topic of the fifth chapter,
while the sixth chapter presents the first results of the applied analysis.

The last chapter summarizes the developed analysis and the results of
the application to the data of the Pierre Auger Observatory and gives an
outlook for future applications and possible improvements.
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1 Cosmic Rays

1.1. Discovery of Cosmic Rays

In the late 18th century it was discovered an electroscope loses its charge
over time, which was first reported by Charles-Augustin de Coulomb
[Cou85]. He explained this effect with dust particles in the surrounding
air, which would cause a loss of charge. Later experiments with instru-
ments which were better protected against other loss currents showed
that this explanation cannot hold. After the dicovery of ionizing radiation
from radioactive elements, Julius Elster, Hans Geitel and Charles Thom-
son Rees Wilson found out that this radiation can cause the discharge of
electroscopes [Els01, Wil01]. Thus the phenomenon of “self-discharging”
electroscopes was explained by the ionizing radiation of radioactive ele-
ments in the Earth’s surface.

But measurements of the ionization in air by Theodor Wulf on the Eif-
fel Tower in 1909 showed a confusing result: The ionization rate was
decreasing with height, but the decrease was not as strong as one could
expect for measurements in this height [Wul09]. In 1912, Victor F. Hess
discovered an increasing ionization rate at higher altitudes during a bal-
loon flight [Hes12]. His measurements were confirmed by Kolhörster and
later by Millikan, who was able to measure in the stratosphere due to
measurement automatization [Kol13, Kol14, Mil]. To explain the phe-
nomenon of this “Höhenstrahlung”, it was proposed that it is of cosmic
origin.

In 1938, Pierre Auger discovered coincident signals between several
particle detectors at a distance of approximately 100 m during a mea-
surement at the Jungfraujoch in Switzerland [Aug39]. Auger concluded
that the detected particles should have the same origin: a very high en-
ergy cosmic particle with an estimated energy of approximately 1015 eV.
He proposed that this primary particle induced an avalanche of other
particles, an extensive air shower.

1.2. Spectrum

Various measurements of cosmic rays showed a wide spectrum. It covers
more than 10 magnitudes in energy and 30 magnitudes in flux [Oli14].
The energy range starts less than 109 eV (1GeV) and was measured up to
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Chapter 1. Cosmic Rays

slightly more than 1020 eV. These highest energies lead to center-of-mass
energies in the collision with (resting) Nitrogen atoms of the Earth’s at-
mosphere of approximately 1600 TeV, which is significantly higher than
the LHC’s center of mass energy (ECM = 14TeV [Oli14]). While cosmic
rays of lower energies (around 1012 eV) have a flux of about one parti-
cle per square meter and second, the flux at ultra-high energies (above
1019 eV) drops down to one particle per square kilometer and century
and below.
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Figure 1.1.: All particle spectrum.[Oli14]

1.2.1. Lower end of the spectrum

Since cosmic ray particles need a certain minimum momentum to not
be deflected by the Earth’s magnetic field, the energy spectrum shows a
cutoff depending on the observer’s position and time. At the lower end of
the cosmic ray spectrum, at energies of a few 10GeV, the primary cosmic
ray spectrum is additionally influenced by sun activity like sun spots or
sun winds.

With increasing energy, the influence of the described local effects di-
minishes as shown in figure 1.1 and the spectrum follows a power law
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1.2. Spectrum

Φ ∝ E−γ . (1.1)

For energies lower than 1015.5 eV the spectral index has a value of γ ≈ 2.7.
In this energy region, the spectral index changes to γ ≈ 3.1. This feature
of the spectrum is known as the “knee”.

1.2.2. The knee

The reason for the change in the spectrum is still unknown. Nevertheless,
there are several theories which describe possible origins of the knee. A
short overview of these theories shall be given here.

The first class of theories describes the knee as a feature of the acceler-
ation mechanism, commonly based on the shock acceleration described
in section 1.3. The maximum energy a particle can achieve on cosmic
timescales is ∼ Z · 1015 eV, where Z is the charge number of the particle.
The existence of the knee can be explained with the highest achievable
energy of protons and their cut-off in the all particle spectrum. This
would result in a measurable change in the composition of cosmic rays
on Earth since the abundance of light primaries will decrease at higher
energies than the knee due to this maximum achievable energy [Gai16].

Other theories include a background spectrum without any features,
which is modified by a single local source like a supernova remnant, the
assumption of the diffusive behavior of cosmic rays within the galaxy or
the introduction of new particles outside the standard model [Gai16].

Measurements of the spectrum in the energy range of the knee indicate
that the composition trends to heavier elements with increasing energy.
This would prefer theories including this trend to heavier compositions,
like the shock acceleration model or even the featureless background
with a local source, which predicts particles of the Carbon, Nitrogen, and
Oxygen (CNO) group. Nevertheless, the question of the origin of the knee
is not finally solved since there are a lot of uncertainties such as the usage
of various hadronic interaction models in the reconstruction of the data
[Gai16].

1.2.3. The second knee

At about two orders of magnitude higher energies (∼ 1017.6 eV) the spec-
trum gets slightly steeper again with a spectral index of γ ≈ 3.3, the “sec-
ond knee” [Gai16].

15



Chapter 1. Cosmic Rays

The most common explanations for this feature are extensions to the
models on the existence of the knee. As mentioned the maximum achiev-
able energy is proportional to the charge of the accelerated particle. This
induces directly a multi knee theory, which includes a knee for every pos-
sible element. Following this, the second knee is correlated to the energy
at which the heaviest elements with nucleus charge of Z = 92 have their
cut-off energy [Gai16].

On the other hand, this model needs several assumptions, which in-
clude a non-neglectible fraction of heavy elements with Z ≥ 28 in the
primary cosmic ray composition. Since the question of the composition
is still not finally answered (see section 1.5), these models are still under
investigation [Gai16].

1.2.4. The ankle

At an energy of 1018.6 eV the spectrum gets flatter again, and the spectral
index changes back to γ ≈ 2.6, the so-called “ankle” [Gai16].

Most commonly the ankle is interpreted as the transition region from
galactic to extragalactic sources. Since the models discussed for the knee
and the second knee predict a cut off, the direct link between the tran-
sition and the ankle require an additional galactic component of heavy
nuclei, which stands in contradiction to recent measurements in this en-
ergy range, which indicate a lighter composition [Gai16].

In the dip model, which is another but controversial model, the transi-
tion starts at the region of the second knee, where galactic iron dominated
cosmic rays transits to light (proton) dominated extragalactic cosmic rays
[Gai16].

In addition to these models, it is possible that the extragalactic spec-
trum is influenced by several effects during its propagation to the Earth,
e.g. photo-disintegration of heavier nuclei with photons of the cosmic
microwave background or the extragalactic background light [Gai16].

1.2.5. The spectrum at highest energies

At the highest energies of above 1019.7 eV the flux is suppressed (see
figure 1.2). The first predictions of such a suppression were made by
Greisen [Gre66] and seperately by Zatsepin and Kuz’min [Zat66] in 1966.
Their calculations were based on the interaction of protons in the cosmic
rays with photons of the cosmic microwave background. In this reaction

16



1.2. Spectrum

17.5 18.0 18.5 19.0 19.5 20.0 20.5
log10(E/eV)

1036

1037

1038

E
3 J

(E
)
[ eV

2
km
−

2
sr
−

1
yr
−

1] σsys[E ]/E = 14 %

SD-1500 m vertical
SD-750 m vertical
SD-1500 m inclined
Hybrid

1018 1019 1020

E [eV]

[ ] - flux σsys

Figure 1.2.: ICRC 2015 data of Auger [Val15].

a ∆-resonance is produced.

p+γCMB→ ∆+(1232) → p+π0

→ n+π+

Depending on the photon’s energy, the proton’s threshold energy for the
∆(1232)-production is about 6 · 1019 eV. Even if the GZK cutoff-energy
matches quite well with the observed flux suppression at highest ener-
gies, the influence of this mechanism is not clear. Other possible origins
of this flux suppression might be effects of the cosmic ray propagations
(e.g. photo-disintegration) or simply the lack of sources able to accelerate
particles up to these high energies.

Nonetheless, in 1962 the first cosmic ray particle of more than 1020 eV
was detected by the Volcanic ranch experiment [Lin63]. The highest en-
ergy ever was measured in 1991 at the Fly’s Eye experiment with 3.2 ·
1020 eV [Bir93].

17



Chapter 1. Cosmic Rays

1.3. Acceleration mechanisms

A central question of cosmic rays is the origin of their enormous energy.
Several theories were proposed to explain the cosmic rays’ energy. These
theories can be divided into two categories, which are discussed in the
following sections.

1.3.1. Bottom up models

Bottom-up models describe all processes which accelerate low energetic
particles to high energies. In the following direct acceleration mechanism
and the shock acceleration are presented.

Direct acceleration

As mentioned in section 1.2, the spectrum of cosmic rays follows a power
law. This power law stands in contradiction to a thermal source for ultra-
high energetic cosmic rays since the spectrum of a thermal acceleration
would follow Planck’s law. Even though the idea of acceleration with
electric fields are disfavoured since the massive amount of ionized matter
would short-circuit electric fields, which would be strong enough to ac-
celerate ultra-high energetic cosmic rays [Gai16], this acceleration might
be possible in local fields on short time-scales.

Stochastic acceleration

Another way to possibly accelerate particles to highest energies is shock
acceleration. The energy gain of the charged particles is achieved via
multiple scattering in a turbulent magnetic field.

The basis of these processes is the Fermi mechanism, which transfers
the kinetic energy of the cloud to the particles to be accelerated. For the
time being the particles are considered to be at relativistic energies al-
ready. Due to the different directions and velocities of particle and cloud
it is possible that the particles enter the cloud several times. Considering
that the particle increases its energy by a relative amount ∆E = ξE, the
total energy of the particle after n acceleration cycles is given by

En = E0 (1 + ξ)n⇒ n =
ln

(
En
E0

)
ln(1 + ξ)

, (1.2)

18



1.3. Acceleration mechanisms

where E0 is the particle’s energy before the first cycle [Sta10]. Now, as-
suming the particle has a probability Pesc to escape the acceleration cycle,
the probability that the particle remains in the acceleration after n cycles
is (1− Pesc)n. Therefore the number N of particles with energies larger
than En is

N (≥ En) ∝
∞∑
m=n

(1− Pesc)m =
(1− Pesc)n

Pesc
(1.3)

Substituting n in 1.3 with 1.2 leads to

N (≥ En) ∝ 1
Pesc

(
En
E0

)−γ
, (1.4)

with

γ =
ln

(
1

1−Pesc

)
ln(1 + ξ)

. (1.5)

This mechanism gives naturally a power law as observed in cosmic rays.
The relative energy gain per acceleration cycle in an interstellar cloud is
given by

ξ =
∆E

E
= γ2

cl (1 + βcl)
2 , (1.6)

where γcl is the Lorentz factor and βcl the velocity in units of speed of
light in vacuum of the cloud [Sta10]. ξ depends on the angle of the parti-
cle with respect to the moving direction of the cloud before and after the
cycle. Averaging over these angles gives an average relative energy gain

ξ̄ ' 4
3
β2

cl. (1.7)

This mechanism is referred to as second-order Fermi acceleration, due
to the β2

cl proportion of ξ̄. This proportion causes that the second order
Fermi mechanism is quite inefficient and is unable to accelerate cosmic
ray particles to highest energies, even within cosmological timescales.

Replacing the interstellar cloud with a plane shock wave (e.g. from a
supernova remnant) the average relative energy gain is given by

ξ̄ ∼ 4
3
βS , (1.8)

where βS = v1−v2
c0

is the relative velocity of the plasma flow at the shock.
The acceleration using these astrophysical shocks yields the first-order
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Chapter 1. Cosmic Rays

Fermi mechanism, which is more efficient than the second-order Fermi
mechanism. In this case, the spectral index is only depending on the
compression of the shock

γ =
3

v1/v2 − 1
, (1.9)

and the maximum achievable energy depends on the lifetime of the shock
fronts [Sta10].

1.3.2. Top down models

In contrast to bottom-up models, top-down models predict the origin
of ultra-high energetic cosmic ray in the decay of hypothetical particles.
These hypothetical X particles are necessarily extremely massive with
rest masses m0c

2 � 1021 eV, which removes the imperative for a suffi-
cient acceleration mechanism like in the bottom-up models. Examples
for top-down allowing theories were super-heavy dark matter [Kuz98],
annihilation of relic neutrinos in Z-Bursts [Fod02] or topological defects
[Kal99].

These theories give a comfortable way to describe the production of
cosmic rays. However, most of these models were heavily constrained
or even excluded from measurements, for instance by searches for ultra-
high energetic photons [Aab17].

1.4. Possible Sources

The possible sources of high energy cosmic rays are as various as the the-
ories of the acceleration of cosmic ray particles. While the sun is the
main source for the lower end of the spectrum (energies of a few GeV),
the higher end of the spectrum remains still unclear.

Anthony Hillas defined in 1984 the simple Hillas-criterion

B [µG] ·L [kpc] > E [EeV] · 2
Zβ

, (1.10)

where the ability to accelerate particles to a certain energy E requires a
sufficiently large size L or a sufficiently strong magnetic field B [Hil84],
while Z is the charge number of the cosmic ray particle and β its velocity
in terms of the speed of light.

Nonetheless, even some distant astronomical objects seem to be able to
produce cosmic rays with highest energies (compare figure 1.3).
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1.4. Possible Sources

Figure 1.3.: Different possible sources of cosmic rays in an Hillas plot. ν
is the acceleration efficiency and Γ is the Lorentz factor of the
acceleration region [Hüm10].

Active galactic nuclei (AGN) and radio lobes

Active galactic nuclei (AGN) can be found at the center of active galax-
ies, which is, in general, a super-massive black hole with its accretion
disk around it [Gai16]. With an extreme magnetic field of several hun-
dred Gauss strength and a size of the accretion disk of about 10−5 pc,
AGN fulfill the Hillas criterion of equation 1.10 even for energies up to
1020 eV [Gai16]. Even direct acceleration mechanism might be possible,
since local electrical potential differences of 1021 V may be possible on
short time-scales. In the radio lobes of radio-loud AGN, first-order Fermi
acceleration might be possible up to energies of 1019 eV [Gai16].

However, it is assumed that most of the energy is lost while an ultra-
high energetic particle propagates through the surrounding of the AGN.
In this radiation field, the ultra-high energetic particles should suffer
from synchrotron losses, interactions with photons of the field or adia-
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Chapter 1. Cosmic Rays

batic losses, which predict particles with an energy of 1016 eV to be emit-
ted by an AGN [Gai16].

Besides the acceleration of particles in the inner region of an AGN,
it might be possible that so-called hot spots in the radio lobes of AGN
can achieve highest energies. The strongest shocks possible are assumed
to be in these hot spots, where the first order Fermi mechanism might
accelerate particles up to 1021 eV.

Figure 1.4.: Centaurus A (composite image) as an example of an active
galaxy [ESO09].

The closest galaxy with an active nucleus is Centaurus A (CenA, NGC
5128, figure 1.4), which has a distance of 3.8 ± 0.1Mpc to the solar sys-
tem [Har10]. Therefore CenA is a promising candidate for a local source
of cosmic rays, inside the GZK horizon. But recent results can still not
confirm Centaurus A as a source for ultra-high energetic cosmic rays
[Aab15].
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1.4. Possible Sources

Supernova remnants

A Supernova remnant (SNR) is the classical example for shock acceler-
ation. Supernovae are explosions of stars, caused by different reasons.
While supernovae of type Ia are caused by a gravitational collapse of a
white dwarf with about 1.4M�, depending on its composition, super-
novae of type II arise when stars of about 8M� up to 30M� collapse.
Stars with even higher masses end their lives as supernovae of type Ib or
Ic [Jan11]. These star explosions cause shock waves, which might be able

Figure 1.5.: The Crab nebula (composite image) as an example of a super-
nova remnant [ESO99].

to accelerate particles with the first order Fermi mechanism to a range
of 1018 eV in case of a type IIb supernova. In two different SNR were
characteristic gamma-ray spectra discovered by the Fermi Large Area
Telescope, which might be originated by the decay of neutral pions pro-
duced while the interaction of accelerated protons with interstellar mat-
ter (ISM), which supports SRN as sources of cosmic rays [Gai16].
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Chapter 1. Cosmic Rays

1.5. Composition

The knowledge of the composition of cosmic rays is fundamental to the
understanding of their origins (compare sections 1.3 and 1.4). Due to the
extreme low event rates, a direct measurement of the composition is only
viable for the lower end of the energy spectrum.

1.5.1. Composition below 100GeV

Determined from balloon or satellite mounted experiments the composi-
tion of cosmic rays below 100GeV is well known.

98% of the cosmic rays arriving at Earth at these energy ranges are ha-
dronic, protons and heavier nuclei. Only 2% are electrons and positrons
(extracted from [Oli14]). The hadronic fraction consists mostly of protons
(approx. 90%), followed by Helium nuclei (approx. 9%) [Gai16]. Only
the remaining fraction is made of heavier elements. Despite their small
fractions, all elements are present in cosmic rays and the abundances
are – with a few exceptions – comparable to their relative abundances in
the solar system, which is an indication for their origin in a stellar nu-
cleosynthesis. The relative abundance of protons and Helium, the two
lightest elements, is lower in cosmic rays than in the solar system. This is
explained by their high ionization energy, which causes that these parti-
cles remain uncharged and cannot take part in acceleration mechanisms
[Gai16].

Higher abundances, e.g. for Lithium, Beryllium, and Boron, can be ex-
plained by the fragmentation of heavier nuclei during their propagation
to Earth [Gai16].

1.5.2. Composition at ultra-high energies

In energy domains, where a direct detection of cosmic rays is not feasible,
the determination of the composition is one of the greatest challenges of
modern astroparticle physics. Information on the composition at ultra-
high energies is based on analyses of extensive air showers (see section
1.6). These analyses are based on the properties of air showers like Xmax,
which are mass dependent [Abr10], but also depending on hadronic in-
teractions [Eng11]. This means that these observables – even for a pure
composition with constant energy – are statistically distributed, therefore
a single measurement cannot provide any precise information on the pri-
maries mass.
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By taking a whole dataset into account it is possible to make some qual-
itative statements, comparing the data with simulations. These simula-
tions underlie several uncertainties originating from model assumptions
used. One of these issues is the necessary usage of hadronic interaction
models, which are based on accelerator data. Besides the uncertainties
of these models, coming from the respective fit to the accelerator data,
two other sources of uncertainties are important in the case of air shower
simulations. As mentioned in section 1.2, today’s available accelerator
data cannot provide such an enormous center-of-mass energy as occur-
ring in the collision of ultra-high energetic cosmic rays with atoms of the
Earth’s atmosphere. At this point, an extrapolation of the hadronic inter-
action model is needed in order to make a prediction of the behavior of
hadronic interactions at these energies [Hec98].

Another impact gives the topology of the interactions. While almost
all accelerator data at the highest achievable energies are produced using
colliders, where two particles collide with nearly the same energy, the im-
pact of a cosmic ray particle is comparable to a fixed-target experiment.
This leads to an extreme forward boost of the system, which makes an
extrapolation with associated uncertainties necessary [Hec98].

Figure 1.6.: 〈Xmax〉 and σXmax
versus energy in the data of the Pierre Auger

Observatory. The lines indicate the expectation from simula-
tions with different interaction models [Plu].

Nevertheless recent measurements indicate a mixed composition even
for highest energies. As shown in figure 1.6 neither the average Xmax
nor the Xmax standard deviation are compatible to a pure and constant
composition. The evolution of 〈Xmax〉 with energy shows a tendency to
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heavier compositions for higher energies, while σXmax
does not show such

a clear tendency due to larger uncertainties [Plu].

Figure 1.7.: The expected Xmax distributions of four nuclei are composed
to a total distribution and their weights are fitted to the data.
The results of the derived experimental fractions are plotted
versus the primary energy [Bel17].

A similar result shows figure 1.7, where the expected Xmax distribu-
tions of four possible primaries were used to fit their relative abundances
to match the resulting total distribution with the data. These results in-
dicate a diminishing fraction of protons with increasing energy, while the
fraction of heavier elements increases. But still, the existence of protons
at highest energies cannot be excluded [Bel17].

While the data of the Pierre Auger Observatory gives indications for
a mixed composition with increasing mass, the data of the HiRes, the
High-Resolution Fly’s Eye Experiment, shows indications of a constant
proton dominated composition [Abb10]. This might be explainable due
to different analysis procedures (compare [DS17]).
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1.6. Extensive air showers

For the ultra high energetic regime the direct detection of cosmic rays is
not suitable. Nevertheless, with the utilization of extended air showers,
it is still possible to detect ultra-high energetic cosmic rays indirectly.
Extended air showers occur when a high energetic cosmic ray particle
hits the Earth’s atmosphere.

An important observable of extensive air showers is the depth of the
shower maximum. This observable is mostly measured using its atmo-
spheric depth. In contrast to the height, the atmospheric depth takes into
account the mass density profile of the atmosphere, which influences the
distance between interactions within an air shower [Sta10].

In order to derive the atmospheric depth from the height one needs to
know the density profile of the atmosphere. With this knowledge, one
can derive the atmospheric depth X by integrating the density profile
%(h):

X =
∫ ∞
H
%(h)dh, (1.11)

where H is the height corresponding to the atmospheric depth X [Sta10].
For an inclined path it is necessary to modify the atmospheric depth to
the slant depth Xslant

Xslant =
X

cosϑ
, (1.12)

where ϑ is the inclination of the path [Sta10], which holds true for zenith
angles up to 60◦.

1.6.1. Shower development

After the initialization of an extensive air shower by a primary particle,
an avalanche of particles propagates through the atmosphere. The orig-
inal energy of the cosmic ray particle is split to millions and millions of
secondary particles. The process of producing more and more secondary
particles differ from particle type to particle type. Since many particles
behave similarly, one can differentiate between three components: The
electromagnetic component – consisting of electrons, positrons, and pho-
tons –, the hadronic component – consisting of hadronic particles – and
the muonic components – consisting muons and antimuons. The influ-
ence of the primary mass on the overall shower development will be dis-
cussed in chapter 3.
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Electromagnetic component

The two main interactions for the development of the electromagnetic
component are Bremsstrahlung

e± + A
NX→ e± + A

NX +γ

and pair production
γ + A

NX→ e+ + e− + A
NX,

where A
NX denotes an arbitrary atom, in whose electric field these inter-

actions take place. A simple approach for the description of the develop-
ment of an electromagnetic cascade1 gives the Heitler model [Mat]. Based
on the two processed mentioned above, the Heitler model assumes a uni-
form distribution of the initial energy to the electromagnetic products
and the same interaction length for both processes. With these simplifi-
cations, the number of particles after i generations is given by

Ni = 2i , (1.13)

the energy of these Ni particles is

Ei =
E0

Ni
=
E0

2i
, (1.14)

where E0 is the energy of the initial particle. In the Heitler model, both
processes will happen until the energy of the particles falls below a criti-
cal value Ec. Due to the even distribution of the energy,

ic =
ln E0

Ec

ln2
(1.15)

describes the maximum number of possible generations [Mat]. Therefore

Nmax = 2ic =
E0

Ec
(1.16)

Considering a depth of the first interaction X0 and an interaction length
of λ (given in units of atmospheric depth) the depth of shower maximum
can be determined by

Xmax = λ ln
E0

Ec
+X0. (1.17)

1Which might be a component of an air shower or an independent air shower itself.
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Besides the mentioned simplifications this model holds for pure electro-
magnetic showers. Since extensive air showers are mainly induced by
hadronic particles, the electromagnetic component is fed by the decay
products of the hadronic component. This leads to an overlap of many in-
dependent electromagnetic cascades, which makes a more detailed sim-
ulation of a real air shower unavoidable for a detailed understanding of
the components’ behavior [Mat].

Muonic component

Unlike the other shower components, the muonic component doesn’t un-
dergo many interactions. Fed by the hadronic component, the muonic
component consists of muons.

Since the cross-section of neutrinos for any kind of matter is extremely
small, they are mostly negligible for the shower development [Sta10],
except for the amount of energy they carry. Detectors need to take this
”invisible” energy into account when reconstructing the air shower’s total
energy, e.g. by introducing a correction factor (see section 2.5.1).

Even though muons have also a quite small cross-section for interac-
tions with air, they are much easier to detect due to their charge. While
low energetic muons mostly decay to electrons

µ±→ e± + νµ(ν̄µ) + ν̄e(νe)

with a lifetime of τµ = 2.2µs and feed the electromagnetic component, the
higher energetic muons can reach ground level, due to relativistic time
dilation. The number of muons in an air shower depends on its energy
and the ratio of electrons to muons on the mass number of the primary
particle[Gai16].

Hadronic component

In the hadronic component, the highest variation of particles occurs. The
most common particles in the hadronic cascade are protons, neutrons,
kaons, and pions, beside of many others that can occur. Apart from
hadronic particles, this component produces even muonic and electro-
magnetic parts of the air shower, which behaves just like described in the
prior paragraphs. This is due to the possible decay of hadronic particles
in the air shower, e.g.

π±→ µ± + νµ(ν̄µ)
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for a muonic product or
π0→ γγ

for an electromagnetic product [Sta10].
Due to the variety of the particle types, it is not possible to describe

every process as easily as for the electromagnetic component. But with
some modifications, it is possible to adapt the Heitler model, described
in the paragraph of the electromagnetic component, to the hadronic com-
ponent. One possible modification of the Heitler model is adjusting the
number of resulting particles after one interaction. This simplifies the
complex processes of the hadronic particles to a single ”interaction” pro-
ducing a bunch of particles. Using only this modification the equations
of the simple Heitler model can be reused by replacing the ”2” by m, the
number of shower particles produced in each interaction. Based on this
modification, one can complexify the Heitler model, e.g. taking statisti-
cal fluctuations of the interactions into account (exponential distribution
of the interaction length, instead of a constant one) [Mat].

1.6.2. Detection of air showers

Since cosmic rays pass through the whole atmosphere, it is possible to de-
tect air showers with ground-based detectors. With these ground-based
detectors, it is possible to counter the extreme low event rate of ultra-
high energetic cosmic rays. In this section, some detection methods are
presented briefly.

Cherenkov detectors

Cherenkov detectors are based on the Cherenkov effect. The Cherenkov
effect describes the emission of light (more generally: electromagnetic
waves) when a charged particle moves through a dielectric medium faster
than light in this medium. While passing through this dielectric medium
the charge of the particle causes a new orientation of the medium’s mol-
ecules. This results in an electromagnetic wave, which forms a cone be-
hind the charged particle. The opening angle of the cone can be deter-
mined geometrically, as shown in figure 1.8.

Based on the geometrical determination, the opening angle of the cone
is given by

cosϕ =
1
βn
, (1.18)
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1.6. Extensive air showers

Figure 1.8.: Geometrical determination of the Cherenkov angle [Oli14].

where β denotes the speed of the particle in units of the speed of light in
vacuum and n the refractive index of the medium [Oli14].

Due to the high amount of energy in an extensive air shower, many
of its particles exceed the speed of light in the medium. Therefore the
charged particles in an air shower emit Cherenkov radiation when hitting
a Cherenkov detector. The produced Cherenkov light can be detected by
light-sensitive detectors, like photo-multiplier tubes.

In principle, it is possible to utilize all transparent dielectric materi-
als to build Cherenkov detectors. Maybe the most common material for
this is water (or ice), due to the low price and the high availability. For
Cherenkov detectors the energy threshold is given by

Ethres =m ·n ·
√

1
n2 − 1

, (1.19)

where m is the mass of the charged particle in natural units [Oli14].
Utilizing this effect it is viable to build detector fields of Cherenkov

detectors to detect the footprint of an extensive air shower. Since the
footprints of air showers grows with their energy, the necessary density
of detectors decreases with energy [Sta10].

Another use of Cherenkov light is the direct imaging of Cherenkov ra-
diation, using telescopes. Using this technique the atmosphere’s air is
utilized and the Cherenkov cone is observed directly. Since the open-
ing angle of the Cherenkov cone is quite narrow, the observing telescope
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needs to directly look along the air shower’s path [Gai16].
Examples for Cherenkov detectors are the SD component of the Pierre

Auger Observatory (see chapter 2.1), the IceTop detector at the IceCube
Neutrino Observatory [Abb13] for the detector field method or MAGIC
[Lor04] for the direct imaging method.

Fluorescence detectors

Fluorescence detectors observe the atmosphere for the detection of air
showers, utilizing the fluorescence light induced by the shower [Sta10]:

While passing through the air, the particles in the shower can excite the
electrons of air’s molecules (mainly Nitrogen). When these excited elec-
trons fall back to their normal state, they emit fluorescence light. This
emission is isotropic and occurs along the path of the air shower. In con-
trast to the direct Cherenkov imaging method the telescopes used for the
fluorescence detectors just need to have the path of the air shower in their
field of view due to the isotropy of the fluorescence light [Sta10].

Since the fluorescence light from extensive air showers is very weak,
this method needs certain detection conditions, like low ambiance light
[Sta10].

The emitted fluorescence light from nitrogen molecules is mainly in an
ultra-violet band between 300nm and 420nm [Kei13].

Examples of detectors utilizing this effect are the FD component of
the Pierre Auger Observatory (see section 2.2) or at the Telescope Array
project [Kaw08].

Radio detection

Besides the emission of Cherenkov light and fluorescence light, electro-
magnetic radiation in other regimes is emitted as well, like radio waves.
The main sources of radio waves in air showers are geomagnetic effects
and charge excesses [Sta10].

Geomagnetic effects were caused by the influence of Earth’s magnetic
field, where the charged particles of an air shower can be deflected by
the Lorentz force. Due to this deflection, an acceleration acts on the
charged particles. This causes the particles to emit synchrotron radiation,
which includes radiation in the radio band. At the same time, positive
and negative charged particles were accelerated in different directions,
which causes a charge excess. This forms a dipole moment within the air
shower, which is another source of radiation in the radio band [Sta10].
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1.6. Extensive air showers

Detectors utilizing this radio emission are the AERA extension of the
Pierre Auger Observatory (see section 2.3.2) or LOPES at the former KAS-
CADE Grande array [Sch13].
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2 The Pierre Auger Observatory

One of the biggest challenges in astroparticle physics is the extremely
diminishing rate of arriving cosmic rays towards ultra-high energies. The
flux of cosmic ray particles above the energy of the ankle is at the order
of one single particle per square kilometer and year. In order to obtain a
viable amount of detected events in an experiment in an acceptable time
the considered experiment needs to cover a huge area.

Presently the Pierre Auger Observatory [Pie96] is the largest observa-
tory for extended air showers. It was proposed in 1991 by James Cronin
and Alan Watson in order to improve the measurement of cosmic rays at
highest energies. Originally there are two detector fields intended, one
in the nothern hemisphere and one in the southern, covering an area of
5000km2 each. However the plan for the nothern site was abandoned
later on, while the design of the southern site was modified to a hybrid
detector design, including the fluorescence detector component.

For the location of the (southern) site of the observatory a high plateau
of the Pampa Amarilla in Argentina was chosen [The]. The construc-
tion started in 2001 near the town of Malargüe, province of Mendoza,
Argentina and was finished in 2008, while the data acquision started in
2004 [Suo].

The southern site of the Pierre Auger Observatory uses two different
types of detectors to measure extensive air showers [The]. Both detec-
tor types have their own advantages and disadvantages, but they deliver
independent measurements of extensive air showers. Nonetheless both
measurements can be combined e.g. to cross-calibrate both methods,
which is one of the key features of the observatory.

2.1. The surface detector

The surface detector (SD) is a field of 1660 water Cherenkov detectors,
which covers an area of roughly 3000km2 [All08]. The detection prin-
ciple is based on the Cherenkov effect. While passing through matter it
might happen, that a particle’s speed exceeds the speed of light in this
medium [Che34]. If the particle is charged, it polarizes the medium
around and emits a light cone of so-called Cherenkov light1. The en-

1A similar effect could take place with uncharged particles in a polar medium, the
Askar’yan effect[Gor].
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Figure 2.1.: Overview of the Pierre Auger Observatory [Veb13].

ergy threshold for the production of Cherenkov light in water (refractive
index n = 1.33 [Lid03]) for muons is at Ethres ≈ 160MeV.

2.1.1. Experimental setup

To utilize the Cherenkov effect the Pierre Auger Observatory uses 12m3

highly purified water per detector tank [All08]. Each tank has a diameter
of 3.6m and is made of polyethylene. To obtain guaranteed opaqueness,
the inner side of the tank is black. Within the tanks there is an additional
liner, which encloses the purified water. These liners prevent contami-
nations of the water, ensure additional light-proofness of the tanks and
provide windows for the photo sensors. The insides of the liners have
a diffuse reflective coating for an optimal detection of the Cherenkov
light. This Cherenkov light is detected with three photo-multiplier tubes
(PMTs) with a diameter of approximately 23cm, which are symmetri-
cally mounted at a distance of 1.2m from the center of the respective
tank. These PMTs amplify the incoming Cherenkov signal with 2 · 105

nominal gain [Suo09] and transmit it to a Flash Analog-to-Digital Con-
verter (FADC), where the filtering and digitalization of signals are pro-
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2.1. The surface detector

Figure 2.2.: This SD-Tank is placed in front of the main buildung of the
Pierre Auger Observatory. It is not filled with water and has
a window in the front to let visitors see the inside of a tank
(Picture: private).
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Figure 2.3.: Scenic view over the SD detector field, as seen from the
Coihueco FD-site, showing the lined up SD tanks (Picture:
private).

cessed with a rate of 40MHz, which corresponds to a resolution in time
of 25ns [All08]. The now digitalized signal is then processed by a Field-
Programmable Gate Array (FPGA). Within this processing the signals are
tested whether they fulfill different trigger conditions (see section 2.1.2).
If so, the traces of the corresponding signals and their time stamp are
stored locally. The time stamp is provided by a Global Positioning Sys-
tem (GPS) device attached to each tank, which delivers a time resolution
of 8ns. The needed electrical power of 10W in average is supplied by
a solar panel and an attached battery, which can be recharged with the
energy of the solar panel. The time stamp and the fullfilled trigger con-
dition are transmitted via radio to the base station, running the Central
Data Aquisition System (CDAS). With this setup, each of the 1660 tanks,
which are deployed in an trigonal pattern with 1.5km distance between
the tanks, are completely autarkic from each other [All08]. With this spa-
tial distance an air shower with a primary energy of 1019 eV would trigger
five tanks on average. An exception to this spacing between the tanks lies
in the field of view of the Coihueco FD-telescopes, where the spacing is
shortened to 750m on an area of 23.5km2 [Var13], the infill-array. Due
to the shorter spacing, the infill-array has a lower threshold in energy to
detect air showers, which is supported by HEAT (see section 2.3.1) and
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part of AMIGA (see section 2.3.3).
One unit for displaying the signal of a single station, which may occur,

is the Vertical Equivalent Muon (VEM), corresponding to the signal of a
single muon (Ipeak

VEM denotes the height of that signal peak), which passes

the tank in its center vertically downwards, would induce. Ipeak
VEM is esti-

mated with a calibration process for each tank individually (see section
2.1.3) [Ber].

2.1.2. Data Acquisition

Before the collected data can be reconstructed the raw data has to pass
five levels of triggers, to deliver high quality data[Abrb].

The first two trigger levels are implemented on the single station level.
To pass the first trigger level (T1) the recorded data need to fulfill (at
least) one of two different conditions. The first possible trigger is a sim-
ple threshold trigger (TH), wherein all three PMTs deliver a signal of
1.75Ipeak

VEM or higher coincidently in one bin in time. The second trigger
type is a ”time-over-threshold” trigger (ToT), where at least 13 time bins
(corresponding to 325ns) in a sliding time window of 3µs need to exceed

a signal of 0.2Ipeak
VEM in two of three PMTs coincedently. This second trigger

type takes into account that the arrival time of the air shower’s particles
far from the shower axis is dispersed, same applies to not so inclined
showers. The ToT-Trigger is also very effective in reducing the random
muon background, since the average signal length of a single muon is
approximately 150ns. All data passing the T1 trigger is stored locally for
10s, awaiting a possible T3 trigger [Abrb].

To pass the T2 trigger criterion the threshold for the TH-T1 trigger is
increased to 3.2Ipeak

VEM and coincidence in all three PMTs. The T2 criteria
for the ToT trigger is the same as for the ToT-T1 trigger, so that every ToT-
T1 triggered signal triggers the T2. The occurence of a T2 together with
the time stamp of occurence and its type is then sent to the CDAS.

With the collected data of all tanks the CDAS is able to apply the
third-level trigger (T3) condition to the combination of the local trig-
gers. Like on the trigger levels before, two modes of T3 triggers are
implemented. The first mode applies only to ToT-T2 triggers. The so-
called ”ToT2C1&3C2” (Cn denotes the set of the n-th closest neighbours)
is triggered if at least one of the closest and one of the second closest
neighbours had also a ToT-T2 occurence within an appropriate time win-
dow. Since the ToT-T2 trigger filters background events very effictively,
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the ToT2C1&3C3 delivers a very pure signal, where about 90% of the T3
are actual real air showers and is most efficient for zenith angles below
60° [Abrb].

The second mode, called ”2C1&3C2&4C4”, applies to both T2 triggers.
This mode triggers, if at least one of the closest neighbours and one of
the second nearest neighbours had also an T2 occurence. Additional a
fourth tank at the maximum range of the fourth closest neighbours with
a T2 occurence is needed to fulfill the condition. All four T2-triggered
tanks need to have the T2 triggered in a time window, which implies
coincidence. This trigger type works most efficent for horizontal showers,
due to the permissivity of this trigger about 10% are real air showers,
though[Abrb].

If a T3 is triggered a signal is sent back to the stations. On the reception
of this T3 trigger signal the T2 triggered tanks and those with T1 data
within a 30µs window arround the T3 transmit the still locally stored
T1 data traces to the CDAS, where they are stored permanentely and can
be analyzed. This procedure is necessary due to the limited bandwidth
(approximately 1.2kbit/s per tank) of the wireless communication. The
necessary transfer rate is reduced that way to an acceptable value.

The fourth trigger level (T4) is the physics trigger, which is necessary
to find the real air shower events in the stored T3 data set. Again, two
different types of T4 triggers are implemented. The ”3ToT” trigger aplies
to the T3 events of type ToT2C1&3C2. To fulfill the 3ToT condition three
ToT-T2 triggered tanks need to fit to a plane shower front moving the
speed of light. The second mode, the ”4C1”, requires four nerby stations,
which fit again to a plane shower front, which moves with the speed of
light. This trigger is applied to the 2C1&3C2&4C4-T3, but accepts all T2-
types for the nearby triggered tanks. Both T4 have a very high efficiency
of > 98% (3ToT) and ≈ 100% (4C1) respectively [Abrb].

If an air shower only grazes the detector array at its border, a part of the
shower remains undetected. Due to this lack of information the recon-
struction machanism of the shower core position might fail and therefore
delivers wrong shower energies. To prevent this a fifth trigger level is im-
plemented. This fiducial trigger requires a full-functional hexagon (all
six closest neighbours) arround the tank with the highest signal to en-
sure a correct reconstruction of the event. Including this trigger level
reduces the effective area of the array by 19%, which is also caused by
non-functional tanks inside the array [Abrb].
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2.1.3. Calibration

The recorded signals are depending on the exact tank properties, which
are slightly varying from tank to tank, though. These small differences
might be caused i.e. by differences in the optical couplings of the PMTs.
In order to encounter these variations and remove the tank dependence
of the signal, the tanks are calibrated utilizing the low energetic muon
background. The obtained calibration values are permanentely moni-
tored. By sending the calibration results to the CDAS even time depend-
ing changes, e.g. (seasonal) temperature changes, can be compensated
[Abrb].

In order to correlate the size of the shower’s footprint to its energy
an advantage of the hybrid design is used: High quality hybrid events,
which FD energy estimators could be determined without SD data, cross-
calibrate the energy reconstruction of the SD. These events needs to pass
very strict selection cuts, e.g. a good accuracy, a shower maximum in the
field of view of the FD and clear atmosphere condition [Tue13, Pes11].

2.2. The fluorescence detector

At the perimeter of the SD array the four fluorescence detector (FD) sta-
tions are placed on small hills (see figure 2.4) [Abra]. At each of the sites
six telescopes give an 180° in azimuth view over the SD field, so the FD
component has 24 telescopes in total2.

2.2.1. Detection principle

As the name indicates, the detection principle is based on fluorescence
light. Charged particles of an extensive air shower can excite the nitrogen
molecules of the atmosphere3 while propagating through it. When these
excited molecules de-excite, they emit photons. In the case of nitrogen
these photons are in the ultra-violet regime with wavelengths between
300nm and 430nm. Since the fluorescence light emission induced by an
extensive air shower has a very small intensity, it is necessary that the am-
bience is as dark as possible. Therefore the FD is only operational during
the nights and only if the fraction of the moon illuminated is smaller than

2There are an additional three telescopes at the Coihueco site, refer to section 2.3.1
3Since the vast majority of the air’s molecules are nitrogen, the other possible

molecules are neglected.
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Figure 2.4.: Outside view of the Coihueco FD station (Picture: private).

60%, which leads to a duty cycle of the FD of about 13% [Abra], which
might be increased in the future by tweaking the cameras’ electronics
[Zor15].

2.2.2. Experimental setup

In order to minimize the amount of light beside the fluorescence light in
the telescopes, each telescope has an UV filter with a transmission band
of 290nm to 410nm in front of it. In addition, the aperture of the tele-
scopes is increased by a corrector ring which is mounted in front of the
UV filter. With this corrector ring the aperture increases by approxi-
mately a factor of two compared to the telescope without the ring.

Each of the 24 telescopes has a segmented mirror of approximately
13m2 reflective area. Twelve of these telescopes, located at the Los Leones
and Los Morados sites, utilize 36 rectangular anodized aluminium mir-
ror segments each. The other twelve telescopes at Coihueco and Loma
Amarilla use 60 hexagonal glass mirror segments. This whole optical
system focusses the incoming fluorescence light on a 440 pixel camera,
localized at the focal plane of the telescope, arranged in a 22 × 20 ma-
trix [Amb]. This geometry covers a total field of view of 30°× 28.6°. All
pixels, which are hexagonal photo-multipliers, are held by a spherical
aluminium shell. Between the single pixels a simplified version of the
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Figure 2.5.: The mirror of one FD telescope (right) at the Coihueco site
and the photomultiplier camera on the upper left side (Pic-
ture: private).

’Winston cones’ [Amb] is placed, to collect light at the border of the pix-
els and between them, to increase the effiency of light collection.

2.2.3. Data Acquisition

Due to the need of a dark sky, the fluorescence detectors collect data only
in nights around new moon. The operators in these nights control the
parameters of the telescopes separately and remotely from the central
Auger building. Standard calibration processes are run at the beginning
and the end of each night of operation, using standard light sources at-
tached to each telescope [Abra]. After the standard calibrations the op-
erator can open the shutters. In order to protect the optical system, the
shutters stay closed if it is rainy, too windy or too bright at the FD site. If
the conditions change during the night, the system automatically closes
the bays.

Each telescope camera is connected to a ”mirror PC” [Abra] via 20
front-end boards, one for each column. The first level trigger (FLT) is
realized on this front-end board. The board contains two components:
the analog board and the FLT module. The analog boards adapt to the
dynamic range, adjust the gain and prepare the signal for the analog-
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Figure 2.6.: The five standard patterns for the SLT. The orientation of
these patterns is free and are also found if rotated or mir-
rored [Abra].

to-digital converter (ADC). After the digitalization of the signal of each
channel the FLT board stores and processes this raw data for later access.
The trigger condition of the FLT is a threshold cut. This pixel trigger is
generated if the sum of the ADC signals of a single pixel in a certain time
range exceeds the threshold, while the time range is adjustable to achieve
a constant trigger rate of 100Hz [Abra].

On the second level trigger (SLT) board all pixel triggers of the FLT
are read out. In order to find the light traces of an air shower, the board
searches for certain patterns of five pixels (figure 2.6) in a straight track.
If the air shower trace does not hit the center of the pixels, it might not
produce pixel triggers all along the way. Therefore and to be roboust to
defect PMTs only four of five pixel triggers are sufficient to pass the SLT
condition. The successful SLTs are stored togehter with the GPS time-
stamp.

This data is accessible for the mirror PCs, which are able to identify
three different kinds of events.. There are external triggers, e.g. Laser
shots of the central laser facility, and calibration events beside the real
air shower events. The third level trigger (TLT) is designed to reject noise
from direct muon hits and randomly triggered pixels as well as triggered
pixels caused by distant lightnings. The efficiency of this algorithm de-
pends on the weather conditions, but identifies about 94 % of the back-
ground events correctly while rejecting about 0.7 % of the real air shower
data [Abra].

Events passing the TLT send a T3 trigger signal to the CDAS, which
causes the SD component to collect data as described in section 2.1.2. The
T3 orders the array to collect even data from low energetic air showers,
which mostly would not trigger the SD T3. These low-energetic events
may trigger single SD tanks, which can provide sufficient data for a good
hybrid reconstruction.
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2.2.4. Atmospheric Monitoring

The observation of air showers using the FD telescopes depends on the
weather conditions on site: clouds may distort or block the flourescence
light from the shower, the light might be reflected due to atmospheric
distortions and the relation between altitude and atmospheric depth is
varying, depending e.g. on air temperature or air pressure. These are
some atmospheric factors which may lead to increased uncertainties on
the air shower’s observables4. In order to decrease the impact of these un-
certainties, the atmospheric conditions of the observatory are monitored
[Pie12]. Beside weather stations at all four FD sites and the central laser
facility (CLF), the data of the Global Data Assimilation System (GDAS) is
used to reduce uncertainties on the observables. In addition, the average
cloud fraction is determined at every FD site by an infrared camera.

The Lidar (light detection and ranging) [Ben] system scans the atmo-
sphere hourly during FD operation, utilizing backscattered laser light to
detect whether there are clouds in the field of view of the telescopes and,
if so, their ranges from the FD sites. Therefore all four FD stations are ac-
companied with a Lidar telescope (See figure 2.4, the small white build-
ing on the right side). During FD operation the incoming air shower
is immediately and preliminary reconstructed. If a preliminary recon-
structed air shower fulfills several conditions, the Auto-Scan of the Lidar
system is interrupted and the ”Shoot-the-Shower” (StS) program is ini-
tiated. The StS shall provide more detailed atmospheric information for
these showers. Therefore the Lidar starts to scan the Shower-Detector-
Plane5 for clouds [Pie12].

The collected atmospheric data is afterwards used for a later recon-
struction of the air shower data with reduced atmospheric uncertainties.

2.3. Other detectors at the Auger Observatory

Beside the two main components and the complementary systems of the
Pierre Auger Observatory, there are other instruments present, which ex-
tend the functionality of the Observatory or test new detection principles.
In this work, the High Elevation Auger Telescopes (HEAT), the Auger

4Since some parts of the FD data are used to cross-calibrate the SD component, even
the SD observables are subject to atmospheric variations.

5The plane spanned by the shower axis and the telescope. For more details see section
2.5.1.
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Figure 2.7.: The HEAT telescopes at the Coihueco site in their upward
tilted position (Picture: private).

Engeneering Radio Array (AERA) and Auger Muons and Infill for the
Ground Array (AMIGA) will be presented exemplarily.

2.3.1. High Elevation Auger Telescopes (HEAT)

In addition to the standard FD telescopes at the Coihueco site there are
three other telescopes, belonging to HEAT [Meu]. With the possibility
to tilt the entire telescope housing up to an angle of 60° to the ground,
HEAT is able to observe air showers in the upper atmosphere and small
depths of shower maxima, which are not in the field of view of the stan-
dard FDs. This reduces the minimum air shower energy to be detected,
since lower energetic cosmic rays produce showers with smaller depths
of shower maximum than higher energetic ones. HEAT is therefore a low
energy extension of the FD component with a primary energy threshold
of 1017 eV [Meu]. The experimental setup of HEAT is basically the same
as for the standard FD telescopes, with a few changes adapting to the spe-
cial purpose: The most obvious difference is the light-weight construction
of the HEAT housing. Each telescope has its own housing, which can be
lifted by hydraulic stamps by an angle of 30°. HEAT is also operational
in non-tilted position, which can be used for cross-calibration with the
Coihueco FDs. Since lower-energetic air showers occur more often than
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Figure 2.8.: An air shower event detected by one Coihueco telescope and
two HEAT telescopes. The shower maximum (indicated with
a red dot) was seen in HEAT 1 [Meu].

the higher energetic ones, the DAQ systems has been tweaked with an
increased sampling rate.

In addition to the HEAT telescopes, the SD component has an smaller
spacing – the so-called infill array – in an area near to Coihueco, which is
able to reconstruct lower energetic air showers with smaller footprints.

Combining HEAT with the Coihueco telescopes may provide longer
traces of air shower, as shown in figure 2.8. Such an event would be
rejected by the standard FD analysis cuts, since the standard FD telescope
was not able to see the shower maximum directly.

2.3.2. Auger Engineering Radio Array (AERA)

While propagating through the atmosphere, the particles of the exten-
sive air shower emit electromagnetic radiation at several frequencies. The
AERA extension at the Auger Observatory aims at radio emissions in the
MHz regime [Fli]. Compared to other detection principles, the radio de-
tection of air showers might be a very cost-efficient solution for air shower
detectors in the future. The antennas used for radio detection are easier
to deploy and very simple to build. The radio detection of air showers is
sensetive to the shower maximum like the fluorescence detector, but has
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Figure 2.9.: Overview of the Amiga enhancement. Each dot represents
a SD with buried muon counter, with different spacings
[Var13].

no need for a dark ambient. Nevertheless such a radio detector needs a
radio-quiet place to be self-triggered, since e.g. the transmission of the
FM-radio broadcast interferes with the radio emission of air showers.

In order to proof the principle of radio detection, the AERA experi-
ment built a 20km2 radio antenna array within the SD field. Like the
SD station, each radio station operates autarkic. The array is near the
Coihueco FD station, so the radio-detected showers can be compared to
the showers detected with the FD.

2.3.3. Auger Muons and Infill for the Ground Array

(AMIGA)

AMIGA extends the infill array with a muon counter [Var13]. Shielded
by ∼ 3m of earth the 30m2 plastic-scintillator detectors are able to count
muons going through: The much higher cross-section of electrons and
other electro-magnetic particles in matter causes a strong absorption of
these particles, while muons pass through this matter nearly unaffected.
The SD stations of the infill array are identical to those in the main array,
except for upgraded electronics, which is capable to transmit the addi-

48



2.4. AugerPrime

Figure 2.10.: A rendered picture of the new SSD component, mounted on
an SD tank [Eng16].

tional data from the associated muon counter.
Since the muonic component of an air shower is depending on mass

and energy of the primary cosmic ray, this gives the possibility to deter-
mine the composition of cosmic rays.

2.4. AugerPrime

In order to extend the possibilities of the existing detector, the obser-
vatory is currently upgraded. The AugerPrime project extends the ex-
isting SD tanks with an component based on scintillators, the surface
scintillator detector (SSD) [Eng16]. As shown in figure 2.10, the SSD
unit, which is a box with two scintillation detectors of 1.9m2 area each, is
mounted on top of the original SD tank. The scintillation light is lead to
two photomultipliers with wavelength-shifting fibers. Additionally, the
SD electronics are upgraded to adapt to the SSD module. This includes
an increase of the SD sampling rate to 120MHz, so both detectors are
read out synchronously, since the SSD is triggered by the SD tank. With
an additional small PMT in the SD tank, which is inserted to one of the
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Figure 2.11.: The first deployed SSD on September 15 2016 with the de-
ployment crew [SSD16].

filling ports, the dynamic range of the tank can be increased by a factor
of 32. The first SSD module was installed in September 2016 (see figure
2.11).

Due to the different response of the SSD compared to the SD to the
electromagnetic and muonic components of an air shower, it is in princi-
ple possible to separate between those with the combined data. This may
be helpful to determine the composition of primary cosmic rays, since
the ratio of number of electrons and muons in an air shower is a mass-
sensitive observable.

2.5. Air shower reconstruction

If recorded data passes all trigger conditions the air shower event is re-
constructed. In this section, the method of reconstruction is described.

As mentioned in the beginning of this chapter, the measured data of FD
and SD can be combined in a hybrid reconstruction. In the case that an air
shower passes all trigger levels of both detectors, a full reconstruction in
SD and FD is possible. These ”golden” hybrid events deliver important
information to cross check SD and FD and are used to determine the
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energy scale of the SD using the FD energy reconstruction. But even if an
FD event did not pass all SD triggers, the hybrid trigger of the FD system
records the SD data, even if only a single tank detected a signal.

2.5.1. Hybrid reconstruction

The hybrid reconstruction is mainly based on the data of the fluorescence
telescopes with the addition of the timing information of the triggered SD
tanks.

The first step is the determination of the shower-detector-plane (SDP),
which includes the shower axis and the detecting FD telescope [Pie15b].
The SDP is determined by minimizing

S =
1∑
i qi

∑
i

qi

 π2 − arccos
(
~pi · ~n SDP

⊥
)

σSDP


2

, (2.1)

where qi is the integrated signal of the respective pixel, ~pi the pointing
direction of this pixel and ~n SDP

⊥ is the normal vector in spherical coordi-
nates of the SDP, defined by two free parameters θSDP and φSDP [Pie15b].
σSDP is determined through measurements of laser shots from the CLF
with known geometry and was determined as σSDP = 0.35°. Since the
S function is normalized, it is interpreted as a χ2 function, whereas the
uncertainties of the fit parameters can be determined with S + 1.

Afterwards the angular movement is determined by another χ2 min-
imization, which uses the timing information from the surface detector
as well. The angular movement with respect to the horizontal axis of the
telescope can be represented by

t (χi) = T0 +
Rp
c

tan
(χ0 −χi

2

)
. (2.2)

The three free parameters – the time of the closest approach T0, the
minimum distance to the telescope Rp and the angle of the shower axis
to the horizontal axis of the telescope χ0 [Por70] – can be obtained by
minimizing

χ2 =
∑
i

(ti − t (χi))
2

σ (ti)
2 +

(tSD − t (χSD))2

σ (tSD)2 , (2.3)

summed over all pulses with the centroid pulse time ti and the corre-
sponding uncertainty σ (ti), adding the timing information of the SD tSD
with uncertainty σ (tSD).
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Figure 2.12.: Schematic sketch of the fit parameters for the angular move-
ment [Pie15b].

The next step, which is necessary to reconstruct the air shower’s pro-
file, is the calculation of the total light at the aperture [Pie15b]. This is
achieved by

Fi =
1
Adia

Npix∑
j=1

sij , (2.4)

where Adia is the area of the opening of the diaphragm, sij the signal in
the j-th pixel in time bin i, where j is running over all pixels Npix within
a certain angular distance to the vector from telescope to shower center,
where the signal-to-noise-ratio is maximized.

With these geometry informations and the reconstruction of the light
collected at the aperture as a function of time, one is able to reconstruct
the profile of the shower, which is the deposited energy as a function of
slant depth. After converting the light at the aperture and the shower ge-
ometry to the deposited energy and slant depth a Gaisser-Hillas-function
[Gai77]

fGH(X) =
(

dE
dX

)
max

(
X −X0

Xmax −X0

)(Xmax−X0)/λ

e(Xmax−X0)/λ (2.5)
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2.5. Air shower reconstruction

(a) Light at aperture for an example
shower...

(b) .. and its deposited energy and re-
constructed shower profile.

Figure 2.13.: Example FD measurement with profile reconstruction
[Pie15b].

is fitted to the data to determine depth of shower maximum Xmax. As a
final step the integration of the fGH profile, corrected for ”invisible en-
ergy” (e.g. neutrinos or high energetic muons), delivers an estimator for
the shower’s energy E0, using the calibration of the detector [Pie15b].

2.5.2. SD reconstruction

With the determination of the size of an air shower on the ground and
the measurement of the time the signal was detected, it is possible to
reconstruct the energy and the arrival direction [Pie15b].

After passing all five trigger levels described in section 2.1.26 the ar-
rival direction of the shower can be determined from the signal timing.
A simple but rough estimation can be done under the assumption of a
plane shower front trajecting with the speed of light. A more detailed
approach uses an inflating sphere, which can be described with

c0 · (ti − t0) =
∣∣∣~x0 − ~xi

∣∣∣ , (2.6)

where ti and ~xi are the time and position of the i-th triggered tank and t0
and ~x0 describing a virtual origin of the shower. As mentioned, equation
2.6 gives only a rough estimate of the shower’s arrival direction, never-
theless one can utilize this fit to determine the radius of curvature of the
shower front.

6For some analyses the T5 trigger might be relaxed to increase statistics, e.g. for arrival-
direction studies [Pie15b].
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The impact point of the air shower on the ground ~xgr is determined in a
second step, in which a lateral distribution function (LDF) is fitted to the
stations’ signals. For this purpose a modified Nishimura-Kamata-Greisen
function [Pie15b]

S(r) = S
(
ropt

)
·
(
r

ropt

)β
·
(
r + r1
ropt + r1

)β+γ

(2.7)

is used, where ropt is the optimum distance, which is determined to be

1000m [NEW07], r1 = 700m and S
(
ropt

)
= S(1000) is a shower size esti-

mator. The parameter β depends on shower size and zenith angle of the
shower, since very inclined showers developed further compared to not
inclined ones. For an analysis using showers with only three triggered
stations, one can fix β and γ using an parametrization obtained from
showers with four or more triggered tanks.

The main uncertainties for this reconstruction of S(1000) and σS(1000)
come from the shower-to-shower fluctuations, which contribution is con-
stantly about 10%, the properties of the SD – ability to detect only finite
number of particles, limited dynamic range – as well as an uncertainty
due to assumptions of the lateral distribution’s properties, both summing
up to 6% at highest energies to 20% for low energies[Pie15b].

The point of impact ~xgr can now be determined by triangulation using
the ri . Using this, the arrival direction can be determined with the virtual
shower origin from the first step:

â =
~x0 − ~xgr∣∣∣~x0 − ~xgr

∣∣∣ . (2.8)

The angular resolution depends on the shower’s inclination and number
of triggered tanks and is smaller than 1.6° for three triggered tanks and
smaller than 0.9° for six or more triggered tanks [BON09].

Since the signal measured in the tanks is attenuating with increasing
inclination the reconstructed S(1000) value is normalized to a median an-
gle of θ̄ = 38°, using the Constant Intensity Cut (CIC) and a third degree
polynominal in x = cos2θ − cos2 θ̄ named fCIC(θ). This gives

S38 =
S(1000)
fCIC(θ)

. (2.9)

Using the cross-calibration with the FD, described in 2.1.3, the energy
can be determined via

ESD = A · (S38/VEM)B , (2.10)
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where A and B are calibration constants, determined from the cross cali-
bration, and S38 given in units of VEM.

The energy resolution of the reconstruction of the SD component is
between

σESD
ESD

= (16 ± 1)% for lower energies and
σESD
ESD

= (12 ± 1)% at the
highest energies [Pie15b].
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3 Description of method

The main obstacle for determining the primary composition is the un-
certainty from high-energy hadronic interactions. The aim of this work
is drawing conclusions about the primary composition that are solid, as
much as possible, with regard to this uncertainty. Thus, it takes a look
at methods and observables with a reduced sensitivity to details of the
hadronic interactions, even if the price to pay is access to only certain as-
pects of the primary composition instead of getting the ”complete” (but
uncertain) picture. Examples of such approaches are (1) the elongation
rate, which indicates any changes in the composition with energy (for a
division into light / heavy elongation rate, see [Och14]); (2) the correla-
tion of Xmax and S1000, which indicates the purity of the composition at a
given energy [You12, Ris14b]; (3) the exponential slope of the tail of the
Xmax distribution, which can indicate the ratio of the proton-to-helium
abundances [Wer14, Ris14a].

3.1. Specific Motivation: Lorentz invariance

violation

Instead of the determination of the overall composition of cosmic rays, as
mentioned in section 1.5, this work focusses on checking for the existence
of a specific particle species, namely protons. This knowledge can be
useful and sufficient for some analyses. One of these applications shall
be discussed here briefly.

Since there are many open questions, which still cannot answered by
the standard model of particle physics, there are many theories trying
to extend standard model theories. One of these theories questions the
Lorentz invariance by introducing Lorentz invariance breaking processes
in the photon sector. This is achieved by the introduction of an additional
Lorentz violation tensor to the standard model’s action

SmodM =
∫
R

4
d4x

(
−1

4
(ηµρηνσ +κµνρσ )Fµν(x)Fρσ (x)

)
, (3.1)

where Fµν(x) is the standard Maxwell field strength, ηµν the metric of
a Minkowski spacetime and κµνρσ is the Lorentz violating tensor. This
Lorentz violating tensor has 19 independent components and all of the
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components are assumed to be very small |κµνρσ | � 1, which is necessary
for energy positivity[Kli].

Ten of these parameters would lead to a birefringence of the vacuum
and are bounded to a 10−32 or better level by lab experiments. The eight
of the remaining nine components are non-isotropic, which can lead to
a directional dependence of the phenomelogy of this theory. These nine
components can be rewritten as a vector in an R9 parameter space

~α ≡



α0

α1

α2

α3

α4

α5

α6

α7

α8


≡



α̃00

α̃01

α̃02

α̃03

α̃11

α̃12

α̃13

α̃22

α̃23


, (3.2)

where α0 is the isotropic parameter[Kli]. In the case of a positive scale,
which is derived from these nine components (for details see references
12, 26, 27, 28, 29 of [Kli]), high energetic particles can produce cherenkov
radiation above a certain energy threshold in the vacuum, which would
lead to an extreme energy loss above this energy threshold within very
short distances[Kli].

This energy threshold depends on the values of ~α. Therefore it is pos-
sible to give an upper limit on the non-birefringent parameters by deter-
mine the energy and mass of an ultra-high energetic particle using

R
(
α0 +αj q̂jprim + α̃jkq̂jprimq̂kprim

)
≤

mprimc
2
0

Eprim

2

, (3.3)

where j and k are summed over 1 to 31, R(x) ≡ x+|x|
2 is a ramp function,

q̂jprim is the direction of a cosmic ray particle andmprim and Eprim its mass
and energy[Kli].

Assuming that α0 is the only non-zero component of ~α equation 3.3
simplifies to

α0 ≤
mprimc

2
0

Eprim

2

. (3.4)

1The remaining components of α̃jk are given, since α̃jk is symmetric and traceless,
particular α̃jk = α̃kj and α̃33 = −α̃11 − α̃22[Kli].
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Symbol Meaning

pHe
1 single event, using (Xobs

max, Eobs)
pHe
N penalized for N events in the set, using (Xobs

max, Eobs)
pHe

1,∆ single event, accounting for sys.+stat. errors
mini(p

He
1,∆) single event with the smallest probability in energy bin i

PHe
1,i single event, dedicated simulation for candidates in bin i
PHe
N,i penalized for N events in bin i
PHe
i penalized for Nbins

Table 3.1.: Probabilities for helium nuclei to produce a shower with
Xmax ≥ Xobs

max.

Using this equation, it is possible to determine a new upper limit on the
isotropic Lorentz invariance violation parameter with the measurement
of a single ultra-high energetic particle with known mass.

3.2. Brief descreption of main idea

In this work, the focus is on a method to test the existence of light pri-
maries by using just one event (the deepest) and calculating the proba-
bility of the hypothesis that this certain event was induced by a Helium
primary. In case of a small helium probability, the existence of particles
lighter than helium is suggested at this energy.

This is based on the mass dependency of the position of the shower
maximum. The lighter a particle the more likely a deep shower is in-
duced. In this approach particles heavier than Helium would end up
giving higher Helium probabilites by trend. So, if the probability for He-
lium is very small, even all heavier particles can be excluded. It should
be noted that a relatively large helium probability does not automatically
imply a complete absence of lighter particles, though perhaps one could
think about placing an upper limit.

3.3. Properties of Xmax distributions

For the reader’s convenience designations of the helium probabilities in-
troduced in the following are summarized in table 3.1.
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In order to exclude primary cosmic rays heavier than protons the pre-
sented method utilize the distribution of the depth of shower maxima.

The dependencies ofXmax can be predicted in detailed simulation stud-
ies (e.g. [Dom]) and observations (compare section 1.5 and figure 1.6),
based on different interaction models and shall be presented here.

This work uses the parameterizations of Xmax distributions with the
generalized Gumbel function [Dom]:

G (Xmax|E,A) =
1
σ

λλ

Γ (λ)
e−λz−λe

−z
with z =

Xmax −µ
σ

, (3.5)

here µ, σ and λ are the functions of the energy E and of the mass number
A of the primary particle.

3.3.1. Energy dependence of the Xmaxdistribution

As implicated by the simple Heitler model (compare section 1.6.1) the
depth of the shower maximum depends on the energy of the primary
cosmic ray particle. The increased number of possible interactions with
increased energy, described in section 1.6.1, is the main source of this
ability.

Figure 3.1 shows several Xmaxdistributions with different energies for
the same primary and interaction model. Besides the tendency to pro-
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Figure 3.1.: Predicted Xmaxdistributions from [Dom] for Helium pri-
maries (A = 4) and the EPOS-LHC [Pie15a] interaction model
at varying energies.

60
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duce deeper shower maxima with increasing energy, also the size of the
fluctuations decreases, which is visible in the height of the distribution’s
maxima. This can be explained with the increased number of particles in
the shower, since the fluctuations to different directions (lower or higher
depth) cancel each other.

3.3.2. Mass dependence of the Xmaxdistribution

As already mentioned the depth of the shower maximum is a mass sensi-
tive measure. Therefore the distribution of the shower maximum’s depth
depends on the primaries mass. In contrast to the energy dependence,
the depth of the shower maximum decreases with an increasing mass
of the primary at constant energy. This is related to the depth of the
first interaction or penetration depth, commonly referred to X1[Gai16].
The cross-section of primary-air interactions is growing with the mass
number. Therefore the probability of an interaction at very low depths
increases, which leads to an earlier shower development.

Figure 3.2 shows the predicted Xmaxdistributions for several primaries
at constant energy and a single interaction model. Differences in the
width of the distributions are visible again. The smaller variations of
heavier primaries originate from their increased cross-section with air
and therefore increased interaction probability.

The fact that lighter primaries tend to produce deeper shower maxima
will be utilized for this work: If the probability of a certain primary to
produce a shower with an observed depth or even deeper is extremely
small, then one can exclude this and heavier particles, since they would
be even more unlikely to produce such deep shower maxima, up to a
certain confidence level as primary.

3.3.3. Influence of hadronic interaction models

For the study of air shower simulation the impact of hadronic interaction
models can not be neglected. As mentioned in section 1.5 hadronic in-
teraction models are tuned to fit to the available data from accelerators
and are extrapolated for the use of air shower simulations. Since every
interaction model is focussed to fit different feature of the accelerator
data best, their extrapolation for air shower simulations behaves similar
but not same. This is shown in figure 3.3 for three interaction models:
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Figure 3.2.: Gumbel parameterizations [Dom] of Xmax distributions for
different primary nuclei for EPOS LHC at 1019 eV on linear
(top) and log (bottom) scales. See appendix A for integrated
distributions.
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3.4. Helium probability as a measure for lighter primaries

QGSJet II-04[Ost11], Sibyll 2.1[Ahn09]2 and EPOS-LHC. The general be-
havior of the distribution doesn’t change with an exchange of interaction
models: The average depth of shower maximum increases with decreas-
ing mass.

Comparing the three interaction models the EPOS-LHC model pro-
duces the deepest showers on average, while QGSJetII-04 has the lowest
average shower maximum’s depth, but the largest spread. For very deep
showers the picture changes for Helium, where the EPOS-LHC model
has a lower chance than QGSJetII-04 and Sibyll 2.1 to produce a very
deep shower.

3.4. Helium probability as a measure for

lighter primaries

As shown in section 3.3.2 air showers tend to have a deeper shower max-
imum the lighter the primary cosmic ray is3. Using this information the
probability of a Helium primary can be used to exclude Helium or heav-
ier primaries for single events to a certain confidence level.

Possible candidates for an air shower’s primary need to be stable, since
the sources of ultra-high energetic cosmic rays are distant and the particle
need to survive to earth. Therefore only a few particles lighter than he-
lium are reasonable candidates, namely protons (Hydrogen nuclei) and
photons. Recent researches were not able to confirm the existence of
ultra-high energetic photons (compare e.g. [Nie15]). Based on this it is
assumed that photons do not exist at these energies. Therefore the only
remaining candidate particle is the proton. In this conservative approach
events found by the presented method will be considered as proton can-
didates4.

In this section, the basic method for the exclusion of heavy – in the
sense of Helium or heavier – primaries is developed and presented. Af-

2Sibyll 2.1 has already been updated to version 2.3[Rie15], which includes latest LHC
data. Since there is no parametrization of the Gumbel distribution for Sibyll 2.3 yet,
version 2.1 is used as example. QGSJet II-04 and EPOS-LHC already includes LHC
data.

3In fact, the lighter non-hadronic electrons produce very high shower maxima, due
to the fact that QED processes are dominant in electron-induced showers (compare
section 1.6.1)

4In the case that photons are found at ultra-high energies, one need to find a possibility
to exclude photons as well, e.g. by comparison of the muonic component.
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Figure 3.3.: Gumbel parameterizations of Xmax distributions for protons
and helium for different interaction models at 1019 eV on lin-
ear (top) and log (bottom) scales.
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3.4. Helium probability as a measure for lighter primaries

terwards, a simulation study shows the properties of the developed mea-
sure and its ability to potentially identify protons.

3.4.1. Single event probability

For an observed air shower of energy Eobs with a depth of the shower
maximum Xobs

max, the probability for a single helium nucleus of energy
Eobs to induce a shower with Xobs

max or deeper is

pHe
1

(
Xmax ≥ Xobs

max

∣∣∣E = Eobs,A = 4
)

=

∞∫
Xobs

max

G(Xmax|E,A)dXmax, (3.6)

where G(Xmax|E,A) is a parametrization of theXmax distribution using the
Gumbel function [Dom]. Calculation of pHe

1 is a first step in the analysis
and will be performed for each detected event. With this measure, one
is able to determine the probability of a single Helium primary to induce
a shower with the observed depth or even deeper. If this probability is
small the hypothesis of a Helium primary might be rejected. From equa-
tion (3.6) it is seen that the tails of the p1 distributions should follow the
exponential behavior of the tails of Xmax distributions:

p1

(
Xmax ≥ Xobs

max

∣∣∣E,A)
∼ exp(−Xobs

max/ΛA). (3.7)

For large Xmax values helium probabilities dominate among all other
non-proton primaries (compare figure 3.2) and to confirm the presence
of protons in the primary beam on the basis of the observation of the
deepest shower one needs to demonstrate that the probability for it to be
produced by helium is small.

3.4.2. Multiple event probability

In more realistic situations one needs to have an estimation of the prob-
ability for a given sample of the events, generally speaking with the un-
known mass composition. In the most conservative approach one should
assume 100% helium composition for setting the upper limit on the prob-
ability, since any admixtures of heavier elements can only decrease that
limit. For a helium sample (A = 4) of N events with the energy E a prob-
ability to produce n showers with Xmax ≥ Xobs

max is given by a binomial
distribution:
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pnN
(
Xmax ≥ Xobs

max

∣∣∣E,4) =
(
N
n

)(
p1

(
Xmax ≥ Xobs

max

∣∣∣E,4))n×
×
(
1− p1

(
Xmax ≥ Xobs

max

∣∣∣E,4))N−n (3.8)

For the exclusion of primaries heavier than protons the probability that
none (n = 0) of the N primaries induces a shower with Xmax ≥ Xobs

max is of
interest. This simplifies equation (3.8) to:

p0
N

(
Xmax ≥ Xobs

max

∣∣∣E,4) =
(
1− p1

(
Xmax ≥ Xobs

max

∣∣∣E,4))N . (3.9)

So the probability for a helium sample of a size N to induce at the least
one shower with Xmax ≥ Xobs

max is

p≥1
N

(
Xmax ≥ Xobs

max

∣∣∣E,4) = 1−
(
1− p1

(
Xmax ≥ Xobs

max

∣∣∣E,4))N . (3.10)

The general behavior of p≥1
N as a function of p1, without any assump-

tions on the underlying distributions for p1, is shown in figure 3.4. For
p1� 1 with Taylor expansion one gets from equation (3.10)

p≥1
N ≈Np1. (3.11)

Using the relation between p1 and the depth of the shower maximum,
as given by the Gumbel distributions (see e.g. equation 3.6), one gets
specific dependencies for p≥1

N on Xobs
max for different primary particles and

interaction models. It shall be denoted for brevity the probability for a
single helium shower to have Xmax ≥ Xobs

max as

pHe
1 ≡ p1

(
Xmax ≥ Xobs

max

∣∣∣E,4) (3.12)

and the probability for the set of N helium showers to produce at the
least one event with Xmax ≥ Xobs

max as

pHe
N ≡ p

≥1
N

(
Xmax ≥ Xobs

max

∣∣∣E,4) . (3.13)

The examples for pHe
N for different sample sizes N for EPOS LHC are

given in figure 3.5. For pHe
N � 1, combining pHe

N ≈ Np
He
1 with equa-

tion (3.7), one gets the approximation: pHe
N ∼ N exp(−Xobs

max/ΛHe). Now
for a given Xobs

max and a helium sample of size N with the energy E, one
can estimate in this ideal case the probability to observe at the least one
shower with Xmax ≥ Xobs

max.
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Figure 3.4.: The general behavior of p≥1
N as a function of p1 as given by

equation (3.10) without any assumptions on the underlying
p1 distributions on the linear (top) and log (bottom) scales.

3.4.3. Simulation study

To test the approach the following toy Monte-Carlo study was performed:
Using Gumbel distributions for EPOS-LHC p –He samples with different
sizes N = 1,3,10,30,100, . . . ,3000,10000 and different proton fractions
fp = 1.0,0.9,0.8, . . . ,0.0 were prepared. For eachN and fp sets {S(fp,N )} of
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Figure 3.5.: The probabilities pHe
N for the sets ofN helium showers to pro-

duce at the least one event with Xmax ≥ Xobs
max. EPOS-LHC,

E = 1019 eV.

10000 samples were simulated at the fixed energy of 1019 eV5. From each
sample S(fp,N ) one deepest event was picked out and pHe

N corresponding
to Xmax of this event was calculated.

The example distribution for the probabilities pHe
100 (i.e. for the samples

of the size N = 100) are given in figure 3.6.2. For the pure proton sam-
ples most of pHe

100 values (> 60%) are below 0.02, but still for many sam-
ples relatively large pHe

100 > 0.05 probabilities can be found. Thus even
for a pure proton set of relatively small size N ∼ 100 it might happen
that the deepest event will not be deep enough to confirm reliably the
presence of the primary protons. With the decreasing fraction of pro-
tons in the sample more and more of the deepest events may even be
produced by helium and correspondingly large pHe

100 values can be found
more frequently. For pure helium samples the distribution of pHe

100 be-
comes uniform as expected, since the same distribution pHe

1 was used to
both produce and interpret the data.

To have an idea on the chances to confirm the presence of the protons in
the primary radiation, the dependence of the median of the pHe

N distribu-

5forN = 1 and 3, for cases when fp×N is not an integer number, it was guaranteed that
the composition averaged over all 10000 samples {S(fp,N )} will contain the correct
proton fraction fp
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Figure 3.6.: pHe
100 distributions for Monte-Carlo samples {S(fp,100)} con-

taining 100 events with proton fractions fp = 1.0,0.3 and 0.0,
EPOS LHC, 1019 eV.

tions on the fraction of protons fp and on the sample size N was studied.
From results presented in figure 3.7 one can see, for example, that for
pure proton samples fp = 1.00 the median value of 0.01 is reached for the
sample size of around 50 events, but to reach the same median value for
fp = 0.30 one needs already a sample of around 500 events. This makes
one realizes that it might be a challenging task to confirm the presence
of protons in real data for high energies where statistics is relatively low
(and possibly the proton fraction is low as well). Nevertheless one can
count on a chance of having a single “gold plated” deep proton event
which might be enough for drawing the conclusion that protons are likely
to exist in the primary beam. From figure 3.8 one can see that even for
single proton samples fp = 1.0, N = 1 for few hundreds of samples (out
of 10000) pHe

N is below 0.01, for larger samples the probability to have a
“gold plated” event is growing rather quickly.
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3.5. Candidate selection

3.5. Candidate selection

For real event factors like detector acceptance, resolution and uncertain-
ties of the measurement and reconstruction should be taken these mea-
sures into account, due to their influence on the probability.

In this section we include into the calculation of the probability sys-
tematic and statistical errors on Xmaxand FD energy of an event, the de-
tector acceptance and penalization for number of events and the number
of the energy bins. After selecting candidates with the smallest proba-
bilities the final helium probability for them should be determined via
dedicated real MC simulations. The outcome of the method is the high-
est energy bin where the presence of primary protons can be stated at a
given confidence level.

3.5.1. Uncertainties on (Xobs
max,E

obs), detector acceptance

The systematic uncertainties are treated conservatively maximizing the
helium probability: the systematic uncertainty ∆X

syst
max is substracted from

the measured Xobs
max

X ′max = Xobs
max −∆X

syst
max, (3.14)

correspondingly the uncertainty on energy ∆Esyst is added to Eobs

E′ = Eobs +∆Esyst, (3.15)

and the helium probability is calculated using the Gumbel distribution
G(Xmax|E′,4) for E′. For the systematic errors ∆X

syst
max and ∆Esyst in this

work constant values of 10 g
cm2 [Aab14] and 15% [Ver13] are used in the

case of the data of the Pierre Auger Observatory.
To take the detector acceptance into account the distribution is modi-

fied using the parameterization for a relative acceptance A(Xmax|E′)

G∗A = G(Xmax|E′,4) · A(Xmax|E′) (3.16)

and is re-normalized

GA =
G∗A

∞∫
0

G∗AdXmax

. (3.17)
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Further, for the evaluation of the pHe
1,∆ probability, random shower max-

ima Xrnd
max are generated using the acceptance modified Gumbel distribu-

tion GA. The impact of the acceptance correction on pHe
1,∆ is shown in

figure 3.9 for the example of the standard FD cuts of the Pierre Auger
Observatory, as described in [Aab14].
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Figure 3.9.: Comparison of the probabilities for helium nuclei to produce
a shower with Xmax > X

obs
max: pHe

1 — using the Gumbel dis-
tribution, pHe

1,AMG — using the acceptance-modified Gumbel
(AMG) distribution.

The statistical uncertainty on energy ∆Estat is transformed to an Xmax

uncertainty ∆XE,stat
max using an elongation rate of 60g/cm2 per decade. The

impact of the energy’s uncertainty is small compared to the uncertainty
of the measurement of the shower maxmimum’s depth: An uncertainty of
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15% in energy gives a transformed uncertainty of about 3.5g/cm2, which
is well below the typical ∆Xstat

max of about 12g/cm2.

3.5.2. Determination of pHe
1,∆

In order to include the uncertainties of the shower’s measurement the
value of pHe

1,∆ is determined. In contradiction to the simple pHe
1 value, pHe

1,∆
should give not only a measure of the showers depth but also how certain
the measure of this depth was: Measured shower events with large un-
certainties shall be penalized with higher probabilities, since lower Xmax
values with higher probabilities were still likely. Nonetheless, these sta-
tistical uncertainties cannot be handled as conservative as the systematic
ones, since the fluctuations can also cause a reconstruction with lower
than the real depth of shower maximum. Nonetheless, the observed and
reconstructed Xmax is the most probable one and therefore should be fa-
vored. In order to weight these possibilities, following algorithm was
established.

Utilizing the normalized acceptance modified Gumbel distribution of
equation 3.17 a random shower maximum Xrnd

max is picked, using E′ of the
corresponding observed event:

Xrnd
max ∼ GA(Xmax|E′,4) (3.18)

For both, the transformed energy uncertainty ∆XE,stat
max and the statisti-

cal uncertainty ∆Xstat
max, two random values are picked from gaussian dis-

tributions ∆X ∼N
(
0,

(
∆Xstat

max
)2) , ∆XE ∼N

(
0,

(
∆XE,stat

max

)2
)

and are added

to Xrnd
max

X
probe
max = Xrnd

max +∆X +∆XE . (3.19)

The ratio of the number of trials Ndeep, in which X
probe
max ≥ X ′max, to the

total number of trials Ntot gives pHe
1,∆

pHe
1,∆ =

Ndeep

Ntot
(3.20)

The procedure is stopped when the error on pHe
1,∆ reaches the value of 0.05

∆pHe
1,∆

pHe
1,∆

' 1√
Ndeep

≤ 0.05 (i.e. Ndeep & 400). (3.21)
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bin Emin Emax Ni based on ICRC2017[Bel17]
1 17.8 17.9 4586
2 17.9 18.0 4001
3 18.0 18.1 3338
4 18.1 18.2 3396
5 18.2 18.3 2704
6 18.3 18.4 2075
7 18.4 18.5 1596
8 18.5 18.6 1099
9 18.6 18.8 1405

10 18.8 19.0 824
11 19.0 19.4 711
12 19.4 ∞ 127

Table 3.2.: List of energy bins: [Emin,Emax[

In the next step all events are sorted into twelve energy bins, following
table 3.2, and the event with the smallest probability mini

(
pHe

1,∆

)
in each

bin i is taken as a candidate event.

3.6. Determination of the final probabilities P iHe

In the previous section the determination of the preliminary candidate
probability mini

(
pHe

1,∆

)
and candidate selection was presented. This selec-

tion method provides a quick and easy algorithm to determine the least
probable events in a bin.

Since the detector acceptance is a function of the shower’s geometry
one needs to take the candidate’s geometry into account. This can be done
via dedicated simulations reproducing the individual shower geometry of
each candidate and allowing to estimate a final single event probability
PHe

1,i .

3.6.1. Dedicated simulations

The determination of the final probabilities for all twelve candidates with
mini

(
pHe

1,∆

)
is performed using dedicated CONEX and Offline simula-

tions.
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These simulations use the reconstructed shower geometry to include
directional effects, which were averaged in the acceptance function.

For this a large number of helium showers for the respective energy E′

and the same geometry of the candidate event is produced. The number
of simulated events with Xmax ≥ X ′max is calculated as:

fHe =
∑
j

∫ ∞
X′max

N
(
X

recon,j
max ,

(
∆X

E,stat,j
max

)2
+
(
∆X

stat,j
max

)2)
dXmax (3.22)

where j runs over all simulated events, the Xrecon,j
max are the reconstructed

shower maxima and ∆X
E,stat,j
max and ∆X

stat,j
max are the statistical uncertainties.

That is, each event contributes to fHe according to its probability to pro-
duce Xmax ≥ X ′max. The final (single-event) helium probability of the i-th
candidate is determined as

PHe
1,i =

fHe

Ntotsim
, (3.23)

where Ntotsim is the sufficient large simulation statistics.
Afterwards, the penalization for the number of events in the respective

bin is applied to determine P HeN,i as described in section 3.4.2.

3.6.2. Penalization for the number of bins

The search inNbins should be treated as multiple trials and thus should be
penalized. For the derivation of the penalty factor consider picking Nbins
random numbers representing the smallest probabilities P HeN,i in each bin
(see table 3.1). In the most conservative case of 100% Helium composi-
tion the distribution of PHe

N,i is uniform (see figure ). The probability that
an uniformly distributed random number Xi is greater than some value
Ps ∈ (0,1) is given by

P (Xi > Ps) = 1− Ps. (3.24)

Since Xi are independent , the probability of all Xi being greater than Ps
is

P (Xi > Ps, ∀i ∈ [1,Nbins]) =
Nbins∏
i=1

P (Xi > Ps) (3.25)

=
Nbins∏
i=1

1− Ps (3.26)

= (1− Ps)Nbins . (3.27)
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The probability of at least one random number being smaller or equal to
Ps is given by

P (∃i ∈ [1,Nbins] : Xi ≤ Ps) = 1− P (Xi > Ps, ∀i ∈ [1,Nbins]) (3.28)

= 1− (1− Ps)Nbins . (3.29)

Setting Ps equal to PHe
N,i one gets the final expression for the penalized

probability

PHe
i = P

(
∃i ∈ [1,Nbins] : Xi ≤ PHe

N,i

)
= 1−

(
1−

(
PHe
N,i

))Nbins
. (3.30)

PHe
i is the final probability of the candidate event in bin i.

3.6.3. Impact of interaction model

Due to differences in Xmaxbetween various interaction models the search
might, in principle, result in model-dependent sets of the selected proton
candidates. However, the chance for this to happen is very small: the
usage of QGSJet II-04 or EPOS-LHC gives the same candidates for all
400 sets analyzed in section 4.

Nonetheless, as conservative choice of the final probability, the largest
value of PHe

i predicted by an interaction model is chosen.
The confidence level for excluding helium or heavier masses for each

candidate is given by CLi = 1− PHe
i .
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After the development of the method it is tested that it has the expected
performance. With an artificially created set of mock data it is possi-
ble to test the Helium hypothesis against itself in a quick way with high
statistics.

4.1. Mock samples

To test the performance of the method, we implemented a quick way
to produce a big amount of mock samples with different mass compo-
sitions from the parametrizations of Xmaxdistributions with the Gumbel
function [Dom]. The mock showers are produced from energy spectrum
E−3 and their Xmax values are picked from the Gumbel distribution for
the corresponding primary nuclei. Further, events are removed from the
samples in accordance with the behavior of the FD acceptance. The gen-
erated energy and Xmax values are smeared using the distributions of sta-
tistical uncertainties on energy and Xmaxfrom data [Aab14]. Finally, us-
ing the same distributions of uncertainties we assign measurement errors
to Xmaxand energy of each event. This way the mock samples contain the
same information as data and one can apply to them the search algorithm
described in chapter 3.

The performance of the method is tested on four different mass com-
positions:

100 % p 100 % He 50 % p + 50 % He 35 % p + 35 % He + 30 % N

For each composition 100 sets consisting of 26,000 events each are pro-
duced using Gumbel Xmaxparametrization for EPOS-LHC.

4.2. Benchmarks

To evaluate the performance of the proton search the following bench-
marks are checked at a given confidence level:

1. Number of sets with at least one candidate at a certain confidence
level;

2. Number of candidates per set (possible values lie between 0 and
12);
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Figure 4.1.: Distribution of all PHe
i for the pure compositions. Bins with-

out a candidate due to the pre-selection cut where handeled
as PHe

i = 1.

3. Maximum energy of a candidate at a certain confidence level;

4. Fraction of protons among candidates (for mixed compositions only).

For the pure helium composition the result for the first benchmark is
shown in figure 4.2.

The number of sets with at least one proton candidate is within the
expectations with only a single point outside the 1σ band.

For compositions including protons the number of sets with at least
one proton candidate is significantly larger than for the pure helium case
(figure 4.3). For all three compositions up to 99 % confidence level the
candidates are found in the majority (> 60 %) of the sets. Only at the
highest tested confidence level of 99.9 % this number drops to about 25
to 40 sets out of 100 for the mixed compositions.

The total number of candidate events per set (the second benchmark),
shown in figures 4.4 and 4.5, grows as expected with the increase of the
proton fraction. For all compositions containing protons there is a chance
to find candidates up to the confidence level of 99.9 % though in this case
the mean number of candidates per set is smaller than one.

Since at a given confidence level the number of candidates and their
maximum energy are correlated, the mean energy of the most energetic
candidates decreases with an increase of the confidence level (figure 4.7).
For instance at a confidence level of 95 % for compositions containing
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Figure 4.2.: Pure helium samples: number of sets out of 100 with at least
one proton candidate as a function of the confidence level
compared to the poissonian expectation.
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Figure 4.5.: Distributions of number of proton candidates per set at dif-
ferent confidence levels.

protons the mean maximum energy is lg(E/eV ) ≈ 18.4 − 18.9. At the
same time in a few samples the highest maximal energy still can be above
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4.3. Summary

lg(E/eV ) ≈ 19.5 (figure 4.6).
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Figure 4.6.: Distribution of maximum energy of proton candidates per set
at different confidence levels.

The fraction of correctly identified protons (the fourth benchmark) for
both mixed compositions is given in figures 4.8 and 4.9. As expected
this fraction increases for higher confidence levels. A misidentification
happens only at confidence levels below 95% (figure 4.8), but even there
about 98 % of the candidates are MC protons.

In the 35 %p + 35 %He + 30 %N case a single outlier in the fourth low-
est bin causes a misidentification up to the CL of 98% (figure 4.9).

4.3. Summary

The tests of the method have shown that it performs in accordance with
the expectations. The estimated highest energy up to which the protons
can be most probably found in a proton-containing mock sets of 26000
events, lies in the range lg(E/eV ) ≈ 18.4− 18.9.
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Figure 4.7.: Average energy of the most energetic candidate. The error
bars show the standard deviation of the mean. The data
points are shifted along x-axis to improve visibility.
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5 Data selection

The developed analysis is applied to the data of the Pierre Auger Obser-
vatory. In this chapter, the process of the selection of the raw events is
described. These cuts ensure a sufficiently high quality of the recorded
data. This analysis is applied to the hybrid data of the Pierre Auger Ob-
servatory as presented in [Bel17].

5.1. Description of the selection criteria

The first set of cuts applied to the raw data rejects data taken with un-
stable conditions. The Bad FD periods cut rejects acquired data taken
during time periods, where the FD telescopes were not in operation or
had non-optimal conditions. This happens if no calibration is available,
occurring glitches of the GPS or the PMT baseline is unstable. Other cuts
related to the PMT of the FD are the bad pixels cut, which takes malfunc-
tioning pixels in the air shower’s trace into account, or the Skip saturated
PMT cut, which is activated when the PMT’s signal is saturated [Por14].

Closely related to the PMT are the cuts of the Shutter status: While
the shutters of the FD telescopes were closing the acquisition of data is
still possible. Due to the smaller aperture, the mean signal and its RMS
during this phase is smaller compared to the periods when the shutter is
fully opened. Therefore a certain threshold for the RMS of the recorded
data is required for the acquired data to be accepted [Por14].

The last cut directly connected to the data acquisition is called Good
10 MHz Correction cut. This cut ensures that only data with a GPS tim-
ing precision at nanosecond level is accepted.

The next section of cuts is related to the properties of hybrid measure-
ment of the events, which is necessary to perform this analysis based on
Xmax. The Has hybrid geometry cut rejects events without any recon-
structed SD tanks, which are obviously no hybrid events, while events
with at least one triggered tank are called ”brass hybrid events”.

Very inclined showers are rejected by the Maximum zenith angle cut
as well as events with a reconstructed FD energy lower than 1017.8 eV.
Events, whose SD reconstruction uses a very distant (more than 1.5km
distance from the core) tank as a reference, are rejected by the cut of the
Maximum distance Core-Tank [Por14].

As mentioned in chapter 2.2.4 the atmospheric conditions at the time
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Chapter 5. Data selection

of the shower’s detection are monitored. This is ensured by using the
Measured Mie model available cut, which checks if the aerosol con-
tent in the atmosphere had been measured and modeled. The Maximum
VAOD1 cut restricts events while the atmosphere was too dense, caused
by aerosols, since this increases the systematic uncertainty on the event’s
energy. An additional cloud cut only accepts events with an admissible
small cloud coverage [Por14].

The cuts on the reconstruction ensures a sufficiently good reconstruc-
tion by rejecting events with only a short track in the FD (Minimum track
length cut), with larger gaps in the recorded tracks (Maximum gap in the
slant depth cut).

The probability of an air shower to be detected as brass hybrid event
depends on the shower geometry, the primary’s mass and its position on
the array. This probability can be determined for every detected shower
and possible primary type. To be accepted the calculated probability for
inducing a brass hybrid event must be greater than 90% for proton and
iron primaries (Minimum P brass cut). The difference of the probabili-
ties between both primaries should not exceed 5% (Maximum P brass
proton iron difference cut). The profile χ2 cut is designed to reject
events with a badly reconstructed profile [Por14].

The last cuts to describe are cuts on the depth of the shower’s maxi-
mum. The first condition requires the depth of the reconstructed shower
maximum to be in the geometrical field of view (FOV) of the respective
telescope (Xmaxin FOV cut). This reduces the uncertainty on the recon-
structed depth. The Xmaxin expected FOV cut takes the viewing angle to
the shower into account. This cut decreases the geometrical FOV to an
area, in which the uncertainties due to the viewing angle are acceptably
small. The reconstructed Xmaxneeds to be in this expected field of view.
The resulting data set is biased to the composition of cosmic rays, since a
limited field of view has different responses to light particles, penetrating
deeper with a larger spread, and heavier particles, penetrating shallower
with a relatively small spread. In order to remove that bias, the Xmaxin
fiducial field of view cut is designed. In the application of this cut, a
fiducial volume is determined, in which the observation of air showers
is not biased. This is done by comparing the reconstructed Xmaxvalues
of virtual showers with same geometry and energy as the observed one
with and without a limited field of view. The area where the difference
between unlimited and limited field of view is bigger than 5 g

cm2 is the re-

1Vertical Aerosol Optical Depth
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5.2. The ICRC 2017 data set

jection area. The case of equality one can determine the upper and lower
limit of the rejection area. For the fiducial FOV cut, the lower end of the
expected field of view needs to be lower than the lower end of the fiducial
rejection area, and – analogous – the upper end of the expected field of
view needs to be larger than the upper limit of the fiducial rejection area
[Por14].

These cuts are applied to the taken data, which result in a dataset,
which is referred to as the ICRC 2017 data set in the following. This
set includes the data taken in the period from December 1, 2004 to De-
cember 31, 2015 [Bel17].

5.2. The ICRC 2017 data set

The resulting set of data after the application of the described cuts con-
tains 26,150 hybrid events. Their reconstructed energy and shower max-
imum is shown as a scatterplot in figure 5.1, where each event is repre-
sented by a cross. Two of these events are obviously possible candidates
events, since they are quite deep compared to the rest of the events with
comparable energy. The first of these events is the only one deeper than
1100 g

cm2 at lgE[eV] ≈ 18.2. The other one has a depth of shower maxi-
mum of about 1060 g

cm2 and lgE[eV] ≈ 18.9. It is expected that these two
events appear as candidates in their respective bins.
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Figure 5.1.: A scatterplot of the ICRC data set [Bel17].
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6 First application to data

The analysis presented in chapter 3 is applied to the data described in
chapter 5. In this chapter the selected candidate events are presented
and the corresponding probabilites are determined with at least 100,000
dedicated simulations for each event.

6.1. The selection of the candidate events
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Figure 6.1.: The distribution of pHe
1 in the data set.

Figure 6.1 shows the distribution of the preliminary probability pHe
1

using QGSJet II-04. The pre-selection criterium of pHe
1 ≤ 0.1 is fulfilled

by 4381 events, for which pHe
1,∆ is determined. The result of this deter-

mination is shown in figure 6.2. The fact that about 17% of the total
events passed the pre selection criterium of pHe

1 ≤ 10% may be seen as
a slight hint that there may be lighter components than Helium nuclei
in the primary composistion. A pure Helium composition is expected to
produce a uniform pHe

1 distribution with 10% of the total events passing
the pre-selection criterium. Likewise, the peak for pHe

1 → 1 indicates the
presence of elements heavier than Helium.

A similar behavior is seen if EPOS-LHC is used, which is shown in
appendix C.

The selection of the candidate events, based on pHe
1,∆, is shown in ta-

ble 6.1, with the probabilities in table 6.2. Since there are no extremely
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Figure 6.2.: The distribution of pHe
1,∆ of all events passing the pre-selection

criterium.

bin SD ID Xmax

[ g
cm2

]
∆Xmax

[ g
cm2

]
lgE[eV] lg(∆E[eV])

1 24824224 1002.8 34.3 17.889 16.807
2 11291575 1008.7 28.3 17.923 16.743
3 13916102 1041.8 16.1 18.084 16.851
4 9341447 1103.9 26.1 18.187 17.059
5 5158565 1020.0 24.1 18.221 16.960
6 11190385 1011.7 19.4 18.322 17.077
7 8211456 1000.5 20.8 18.467 17.197
8 10373860 1034.4 31.5 18.537 17.387
9 24348800 1021.7 15.6 18.674 17.586

10 3428370 1062.1 27.7 18.945 17.938
11 10079827 972.8 13.8 19.181 18.037
12 7624453 904.1 8.4 19.498 18.276

Table 6.1.: Overview of the candidate events in the dataset [Bel17]. For
more details see appendix D. The total number of events in
each bin is shown in table 3.2
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6.2. Determination of the dedicated probabilities PHe
1,i

deep events present in the data set, extremely low probabilities were not
expected. Still, the probabilities reache down to the 10−6 level for the
least probable event. This least probable event (bin 4) was already ex-
pected to be a possible candidate in chapter 5. The second mentioned
event can also be found as candidate in bin 10. For these candidates the
selection is very clear, since they have no other event within 75 g

cm2 in the
respective bin. The profiles of these two events are sufficiently well re-
constructed, as shown in figure 6.3. Plots of all candidates can be found
in appendix D. All candidates are of reasonable quality, only for the low-
energy candidates the quality is sonmewhat degraded, which is, however,
not unexpected.
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Figure 6.3.: Profiles of the two deepest candidates.

In bin 5, the deepest event was not chosen as a candidate, as shown
in figure 6.4. This might happen, if the depths of the shower maxima
are very close to each other and the difference in the uncertainty is big
enough, which is the case in this bin.

6.2. Determination of the dedicated

probabilities P He
1,i

For each of the selected candidate events 100,000 dedicated CONEX and
Offline simulations1 are performed and are used to determine PHe

1,i as de-
scribed in chapter 3.6.1. The only exception to this is the candidate of
bin four, for which 1,000,000 simulations were done, due to the small
probability. The shower core’s position and the direction were sampled

1All simulations used in this section were kindly performed by Alexey Yushkov,
Fyzikálnı́ ústav AV ČR, Prague, Czech Republic.
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Figure 6.4.: All events of the ICRC 2017 dataset [Bel17] within a 75 g
cm2

distance to the candidate in the fifth bin. The selected candi-
date event is marked in red.

from gaussian distributions with means and widths corresponding to the
measured values and their uncertainties. The resulting fHe value and the
corresponding values of PHe

1,i are listed in table 6.2.

bin fHe pHe
1,∆ PHe

1,i PHe
N,i PHe

i

1 4.88 4.19 · 10−5 4.88 · 10−5 2.01 · 10−1 9.32 · 10−1

2 2.91 2.52 · 10−5 2.91 · 10−5 1.10 · 10−1 7.53 · 10−1

3 0.8473 1.21 · 10−5 8.36 · 10−6 2.74 · 10−2 2.84 · 10−1

4 1.13 2.03 · 10−6 1.13 · 10−6 3.84 · 10−3 4.52 · 10−2

5 0.73 2.97 · 10−5 7.33 · 10−6 1.97 · 10−2 2.12 · 10−1

6 5.42 3.51 · 10−5 5.42 · 10−5 1.07 · 10−1 7.41 · 10−1

7 6.71 1.04 · 10−4 6.71 · 10−5 1.02 · 10−1 7.24 · 10−1

8 5.40 4.05 · 10−5 5.40 · 10−5 5.82 · 10−2 5.13 · 10−1

9 6.55 4.54 · 10−5 6.55 · 10−5 9.00 · 10−2 6.78 · 10−1

10 1.99 2.66 · 10−5 1.99 · 10−5 1.73 · 10−2 1.89 · 10−1

11 54.61 5.99 · 10−4 5.46 · 10−4 3.67 · 10−1 9.96 · 10−1

12 990.66 1.30 · 10−2 9.91 · 10−3 8.16 · 10−1 1.00

Table 6.2.: The results of the dedicated simulations with the resulting val-
ues for the candidates. For all candidates, except the one in bin
4, 100,000 events were simulated. For the candidate in bin 4 a
total of 1,000,000 events was simulated. All probabilities are
determined using the QGSJET II-04 model.
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Figure 6.5.: Visualization of the final probabilities for all twelve candi-
date events in the ICRC 2017 data set [Bel17].

The determined PHe
1,i values are in accordance to the values predicted

by pHe
1,∆. The differences might be explained by the discrepancies of the

averaged detector acceptence to the real acceptance of the specific candi-
date or in the very conservative handling of the systematic uncertainties.

The results of the dedicated simulations with penalizations for number
of events and bins is visualized in figure 6.5.

The lowest probability is PHe
4 ≈ 4.52%, which leads to the rejection of

an Helium origin hypothesis with a confidence level of about 95% up to
an energy of E ≈ (1.54± 0.12)EeV.

Also the candidate of bin 10 with PHe
10 ≈ 18.9% and an energy of E ≈

(8.71±0.87)EeV is of interest, even though the rejection with a confidence
level of about 80% is not significant.

This first application to the data shows that in principle, very deep pro-
ton events could show up this way and, by rejection of the He hypothesis,
point to the existence of protons in ultra-high energy cosmic rays.
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7 Summary and Outlook

In this work a new method for finding indications on the existence of
ultra-high energy primary protons in cosmic rays was presented. The
method utilizes the information on the depth of maximum in the lon-
gitudinal profiles of the extensive air showers as described in chapter
3. At the preliminary step an individual probability for a shower to be
produced by helium is determined for every Auger hybrid event using
parametrizations of the Xmax distributions with the Gumbel function.
The calculations take into account the detector effects (resolution and
acceptance) and treat reconstruction and systematic uncertainties of the
measurements in a conservative way. Events with the minimal probabil-
ities in each of the energy bins are further selected as proton candidates.
To take into account the detector and reconstruction effects in the most
precise way for all candidate events the single helium probability is deter-
mined using dedicated RealMC simulations reproducing the status of the
detector components (including the atmosphere) at the time of the regis-
tration of each data event. The final probability is obtained by penalizing
the single helium probability for the number of total events in the corre-
sponding energy bin and for the total number of bins. The check of the
performance of the method in chapter 4 demonstrated that the method
works as expected and is able to identify candidate events reliably.

In chapter 6 the presented method was applied to the data of the Pierre
Auger Observatory, using the data set prepared by the collaboration for
the International Cosmic Ray Conference 2017. The data was divided
into twelve energy bins. The twelve selected candidates had prelimi-
nary (using Gumbel parameterizations) single event probabilities from
the percent level down to the 10−6 level, which were further found agree-
ing well with the outcomes of the dedicated simulations. After the penal-
ization for number of events and number of energy bins the existence of
protons can be stated at 95%CL up to an energy of 1.5EeV.

This value can not be seen as a definite proof of the existence of protons
at the ultra-high energies, but serves as a motivation for further studies.
These studies may include the use of other observables sensitive to the
electromagnetic-muon ratio from the SD of Auger, allowing one to in-
crease the discrimination power with the combination of observables in
a multivariate analysis.

Generally, the increase of statistics can of course help finding protons
at highest energies, since even a small fraction of protons in the cosmic
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Chapter 7. Summary and Outlook

rays will lead to a higher amount of deep showers than one would expect
from a pure helium flux.

Another approach to enhance the results of this analysis could reside
in a careful revision of the fiducial field-of-view anti-bias cut currently
removing around two thirds of the data. Since this analysis does not rely
on the unbiased estimation of the overall composition, a data set with a
biased mass composition would not affect the conclusions on existence of
protons at all. Nevertheless releasing this cut one should take care not to
degrade the quality of the reconstructed data.

Another way to improve this analysis might be achieved via the in-
clusion of multiple candidate events per bin. This idea is based on the
observation of two candidate events with similar Xmax’s in the fifth bin.
Even if a single event reaching a certain Xmax can be expected (with a rel-
atively small probability) for a pure helium flux, the existence of a second
event with a comparable depth of maximum might be very unlikely. This
should be checked in additional studies in the future.
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A Additional plots to chapter 3
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Appendix A. Additional plots to chapter 3
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B Selection table

cut n [%]
nTot 431172 –

isCLF 431171 100.0
isXLF 431171 100.0

keepHECOorCoihuecoHEAT 321012 74.5
eyeCut 286076 89.1

badFDPeriodRejection 269838 94.3
minMeanPixelRMSMergedEyes 269838 100.0
minMeanPixelRMSSimpleEyes 255529 94.7

badPixels 241174 94.4
good10MHzCorrection 239816 99.4

hasMieDatabase 193077 80.5
maxVAOD 182788 94.7

cloudCutXmaxPRD14 136053 74.4
hybridTankTrigger 130010 95.6
maxCoreTankDist 129316 99.5

maxZenithFD 129316 100.0
minLgEnergyFD 129316 100.0

skipSaturated 128688 99.5
minPBrass 123925 96.3

maxPBrassProtonIronDiff 123621 99.8
minLgEnergyFD 123621 100.0
FidFOVICRC13 27234 22.0

xMaxObsInExpectedFOV 26635 97.8
maxDepthHole 26477 99.4

profileChi2Sigma 26163 98.8
depthTrackLength 26150 100.0

Table B.1.: Selection table of the ICRC 2017 data [Bel17].
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C Additional probability distributions
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Figure C.1.: The distribution of pHe
1 in the data set, determined with EPOS-

LHC. Since EPOS-LHC expects deeper events in general, the peak
pHe

1 → 1 is higher. For very deep events, EPOS-LHC has a smaller
likelihood than QGSJet II-04, for which the peak should be at com-
parable height.
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Figure C.2.: The distribution of pHe
1,∆ of all events passing the pre-selection

criterium, using EPOS-LHC.
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D Details of the candidate events

run 2572, event 3749

time stamp: 1072244982 s 271513371 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Loma Amarilla mirror 3 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1274 (ToT), showerPlaneDistance = 290 m

1.6) deg±0.9, 294.8±) = (41.5φ, θ(

0.08) km±0.04, 25.46±(x, y) = (4.07

 0.10 km± = 7.42 pR

profile: 4parameter GaisserHillas (type: classic)

 eV17 10× 0.50) ± 0.40 ±E = (7.74 
2 34 g/cm± = 1003 maxX

)2 0.05 PeV/(g/cm± = 1.13 max(dE/dX)

 = 0.46asym, f2110, 548) g/cm±6, 42±, fwhm) = (52
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<12.8 km, VAOD at 3km: 0.04)

LIDAR: h(cloud)=100.0 km, 0%; CloudCam: no data; CloudMap: max=0%

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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Figure D.1.: Candidate in bin 1.
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Appendix D. Details of the candidate events
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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of the viewing angle χ

Figure D.2.: Candidate in bin 1, Details of the FD reconstruction.
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run 3052, event 13700

time stamp: 983867315 s 228850182 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Los Morados mirror 1 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 748 (ToT), showerPlaneDistance = 248 m

0.5) deg±0.6, 121.6±) = (49.6φ, θ(

0.06) km±0.06, 5.59±(x, y) = (27.10

 0.04 km± = 10.72 pR

profile: 4parameter GaisserHillas (type: classic)

 eV17 10× 0.39) ± 0.40 ±E = (8.36 
2 28 g/cm± = 1009 maxX

)2 0.05 PeV/(g/cm± = 1.20 max(dE/dX)

 = 0.46asym, f2135, 555) g/cm±7, 45±, fwhm) = (53
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<13.2 km, VAOD at 3km: 0.04)

LIDAR: no data ; CloudCam: no data; CloudMap: no data

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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Figure D.3.: Candidate in bin 2.
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.4.: Candidate in bin 2, Details of the FD reconstruction.
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run 1970, event 6947

time stamp: 1014537079 s 844737065 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Loma Amarilla mirror 5 6 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1136 (ToT), showerPlaneDistance = 775 m

0.5) deg±0.4, 288.0±) = (51.7φ, θ(

0.03) km±0.04, 33.99±(x, y) = (11.72

 0.02 km± = 7.76 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.06) ± 0.04 ±E = (1.21 
2 16 g/cm± = 1042 maxX

)2 0.04 PeV/(g/cm± = 1.69 max(dE/dX)

 = 0.46asym, f2131, 579) g/cm±6, 179±, fwhm) = (49
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<13.2 km, VAOD at 3km: 0.03)

LIDAR: no data ; CloudCam: no data; CloudMap: max=0%

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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(b) Top view on the geometry recon-
struction of the candidate.
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Figure D.5.: Candidate in bin 3.
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Appendix D. Details of the candidate events
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.6.: Candidate in bin 3, Details of the FD reconstruction.
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run 2728, event 710

time stamp: 953083570 s 134299185 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Los Morados mirror 3 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 775 (ToT), showerPlaneDistance = 498 m

0.6) deg±0.7, 177.9±) = (50.0φ, θ(

0.06) km±0.05, 4.79±(x, y) = (16.12

 0.04 km± = 10.00 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.10) ± 0.06 ±E = (1.54 
2 26 g/cm± = 1104 maxX

)2 0.07 PeV/(g/cm± = 2.21 max(dE/dX)

 = 0.46asym, f2139, 564) g/cm±7, 77±, fwhm) = (48
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<13.2 km, VAOD at 3km: 0.07)

)=(40/100)%; CloudMap: max=0%ζLIDAR: h(cloud)=100.0 km, 0%; CloudCam: max(

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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Figure D.7.: Candidate in bin 4.
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Appendix D. Details of the candidate events
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.8.: Candidate in bin 4, Details of the FD reconstruction.
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run 2657, event 6498

time stamp: 899185799 s 249769430 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Coihueco mirror 3 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1033 (ToT), showerPlaneDistance = 164 m

1.8) deg±0.3, 262.6±) = (70.7φ, θ(

0.37) km±0.29, 23.57±(x, y) = (16.13

 0.04 km± = 14.96 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.06) ± 0.07 ±E = (1.66 
2 24 g/cm± = 1020 maxX

)2 0.07 PeV/(g/cm± = 2.41 max(dE/dX)

 = 0.46asym, f2137, 559) g/cm±7, 47±, fwhm) = (53
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<11.7 km, VAOD at 3km: 0.00)

)=(0/100)%; CloudMap: max=40%ζLIDAR: no data ; CloudCam: max(

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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Figure D.9.: Candidate in bin 5.
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Appendix D. Details of the candidate events
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.10.: Candidate in bin 5, Details of the FD reconstruction.
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run 3832, event 1765

time stamp: 982734446 s 163821960 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Coihueco mirror 2 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 640 (ToT), showerPlaneDistance = 170 m

0.5) deg±0.5, 236.3±) = (51.5φ, θ(

0.05) km±0.05, 6.54±(x, y) = (26.13

 0.03 km± = 9.80 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.09) ± 0.07 ±E = (2.10 
2 19 g/cm± = 1012 maxX

)2 0.08 PeV/(g/cm± = 3.04 max(dE/dX)

 = 0.46asym, f2149, 562) g/cm±8, 72±, fwhm) = (52
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<13.2 km, VAOD at 3km: 0.03)

)=(0/100)%; CloudMap: no dataζLIDAR: h(cloud)=100.0 km, 0%; CloudCam: max(

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.

x [km]

35− 30− 25− 20− 15−

y
 [
k
m

]

4−

2−

0

2

4

6

8

10

12

14

16

18

(b) Top view on the geometry recon-
struction of the candidate.
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Figure D.11.: Candidate in bin 6.
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.12.: Candidate in bin 6, Details of the FD reconstruction.
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run 3228, event 757

time stamp: 935023542 s 524867076 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Coihueco mirror 6 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1027 (ToT), showerPlaneDistance = 336 m

0.5) deg±0.7, 97.5±) = (45.7φ, θ(

0.05) km±0.05, 23.26±(x, y) = (24.32

 0.03 km± = 9.94 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.10) ± 0.12 ±E = (2.93 
2 21 g/cm± = 1001 maxX

)2 0.09 PeV/(g/cm± = 4.33 max(dE/dX)

 = 0.46asym, f2135, 552) g/cm±8, 52±, fwhm) = (52
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<10.0 km, VAOD at 3km: 0.01)

)=(100/100)%; CloudMap: no dataζLIDAR: h(cloud)=7.7 km, 91%; CloudCam: max(

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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Figure D.13.: Candidate in bin 7.
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azimuth  [deg]

e
le

v
a
ti
o
n
  
[d

e
g
]

0

5

10

15

20

25

30

150155160165170175180

(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.14.: Candidate in bin 7, Details of the FD reconstruction.
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run 3731, event 5682

time stamp: 970464604 s 227241442 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Coihueco mirror 2 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1071 (ToT), showerPlaneDistance = 591 m

0.5) deg±0.7, 228.7±) = (51.9φ, θ(

0.06) km±0.07, 1.13±(x, y) = (27.18

 0.05 km± = 13.47 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.20) ± 0.14 ±E = (3.44 
2 32 g/cm± = 1034 maxX

)2 0.14 PeV/(g/cm± = 4.85 max(dE/dX)

 = 0.46asym, f2154, 579) g/cm±8, 85±, fwhm) = (54
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<13.2 km, VAOD at 3km: 0.04)

)=(0/100)%; CloudMap: no dataζLIDAR: h(cloud)=100.0 km, 0%; CloudCam: max(

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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Figure D.15.: Candidate in bin 8.
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azimuth  [deg]

e
le

v
a
ti
o
n
  
[d

e
g
]

0

5

10

15

20

25

30

30354045505560

(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.16.: Candidate in bin 8, Details of the FD reconstruction.
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run 2556, event 3266

time stamp: 1069735265 s 678256182 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Loma Amarilla mirror 3 4 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1431 (ToT), showerPlaneDistance = 606 m

0.7) deg±0.3, 68.7±) = (44.7φ, θ(

0.02) km±0.05, 17.34±(x, y) = (3.58

 0.03 km± = 13.28 pR

profile: 4parameter GaisserHillas (type: classic)

 eV
18

 10× 0.32) ± 0.22 ±E = (4.72 
2 16 g/cm± = 1022 maxX

)2 0.20 PeV/(g/cm± = 6.55 max(dE/dX)

 = 0.46asym, f2116, 590) g/cm±6, 195±, fwhm) = (51
0

, Xλ(

Cherenkovfraction = 0%, mva=0 deg.

databases:

Mie attenuation: measured (h<13.2 km, VAOD at 3km: 0.02)

LIDAR: h(cloud)=100.0 km, 0%; CloudCam: no data; CloudMap: max=0%

molecular profile: GDAS; time correction: good

(a) Overview of the reconstruction of the event.
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(b) Top view on the geometry recon-
struction of the candidate.
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(c) Reconstruction of the direction of
the candidate’s shower axis.

/Ndf = 5.2 / 12χ

E [EeV]

4 4.5 5 5.5 6 6.5 7 7.5

SD

LA

(d) Overview of the successfull energy
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Figure D.17.: Candidate in bin 9.
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(a) Triggered pixels of the detecting FD site.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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(c) The signal’s arriving time of every pixels as a function
of the viewing angle χ

Figure D.18.: Candidate in bin 9, Details of the FD reconstruction.
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run 1425, event 21914

time stamp: 863067276 s 971401917 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Los Morados mirror 3 4 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 696 (ToT), showerPlaneDistance = 1221 m

0.5) deg±1.0, 87.9±) = (43.3φ, θ(

0.07) km±0.06, 0.96±(x, y) = (6.71

 0.04 km± = 15.58 pR

profile: 4parameter GaisserHillas (type: classic)
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Figure D.19.: Candidate in bin 10.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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Figure D.20.: Candidate in bin 10, Details of the FD reconstruction.
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run 2909, event 4247

time stamp: 965979621 s 521242939 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Los Morados mirror 1 2 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1512 (ToT), showerPlaneDistance = 205 m
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profile: 4parameter GaisserHillas (type: classic)
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Figure D.21.: Candidate in bin 11.

123



Appendix D. Details of the candidate events

azimuth  [deg]

e
le

v
a
ti
o
n
  
[d

e
g
]

0

5

10

15

20

25

30

0102030405060

(a) Triggered pixels of the detecting FD site.

]2slant depth [g/cm

400 600 800 1000 1200

)]
2

d
E

/d
X

 [
P

e
V

/(
g
/c

m

0

5

10

15

20

25

/Ndf=  444.6/4912χ

(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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Figure D.22.: Candidate in bin 11, Details of the FD reconstruction.
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run 3066, event 5762

time stamp: 924421566 s 323971481 ns

Trigger: ’Physics  Int or L/R trigger’, ’Shower Candidate’

in Coihueco mirror 5 (in DAQ:  1 2 3 4 5 6) 

geometry: hybrid, station 1201 (ToT), showerPlaneDistance = 389 m
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Figure D.23.: Candidate in bin 12.
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(b) Reconstruction of the candidate’s profile with de-
posited energy and shower maximum.
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Figure D.24.: Candidate in bin 12, Details of the FD reconstruction.
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[Hüm10] Hümmer, S. et al. Energy dependent neutrino flavor ratios
from cosmic accelerators on the Hillas plot. Astroparticle Physics,
34(4):pp. 205–224 (2010).

[Jan11] Janka, H.-T. Supernovae und kosmische Gammablitze: Ursachen
und Folgen von Sternexplosionen. Spektrum Akademischer Ver-
lag (2011).

130



Appendix E. Bibliography

[Kal99] Kalashev, O. E. et al. Top-down models and extremely high energy
cosmic rays. arXiv preprint astro-ph/9911035 (1999).

[Kaw08] Kawai, H. et al. Telescope array experiment. Nuclear Physics
B-Proceedings Supplements, 175(SUPPL.: COMPLETE):pp. 221–
226 (2008).

[Kei13] Keilhauer, B. et al. Nitrogen fluorescence in air for observing exten-
sive air showers. In EPJ Web of Conferences, volume 53, p. 01010.
EDP Sciences (2013).

[Kli] Klinkhamer, F. R. et al. Ultrahigh-energy cosmic-
ray bounds on nonbirefringent modified-Maxwell theory.
Phys.Rev.D77:016002,2008 (June). doi:10.1103/PhysRevD.
77.016002. 0709.2502v6.

[Kol13] Kolhörster, W. Messungen der durchdringenden Strahlung im
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